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1. DESCRIPTION OF MATERIAL
This proposal is for a three-hour tutorial. The tutorial

is split into two parts of equal length. We first talk about
the distinction of the macro and micro view in modelling
and illustrate its use in efficient solution methods. We then
provide a hands-on introduction to using phase-type simu-
lations in discrete-event simulation, as one instance of using
the distinction between the micro and macro view.

1.1 Micro and macro views of discrete state
Markov models

A wide range of complex real life systems are modelled
with Markov chains in order to evaluate various performance
measures. There are sophisticated methodologies to com-
pose the Markov models based on the elementary behavior
of the components of the real system.

Examples of elementary behavior in a large system model
include service, failure time distribution, arrival process of
customers, etc. In Markov models these model elements are
described with small Markov chains and the overall system
model is composed by an appropriate combination of the
small Markov chains.

With respect to evaluation, we may distinguish between
two perspectives. If the elements of the underlying small
Markov chains are known, we refer to this view as the micro-
level view of the process. On the other hand, if we consider
only the stochastic behaviour of the model elements, we call
this perspective the macro-level. Due to the fact that the
typical performance measures are related to the macro-level
view of the system behaviour one can try to optimise the sys-
tem representation by properly tuning the underlying small
Markov chains. One interesting consequence of this optimi-
sation procedure is that non-Markovian models can be used
to compute Markovian systems in an efficient way.

The first part of the tutorial summarises the typical model
elements used in discrete state system description, includ-
ing phase-type distributions and Markov arrival processes.
After that, it focusses on the problem of different represen-
tations. We list a few available results and a set of related
open problems [3, 2, 4].

1.2 Efficient Simulation with Phase-type Dis-
tributions

Phase-type (PH) distributions are a valuable tool for rep-
resenting real-world phenomena such as failure-times or res-
ponse-times in an analytically tractable way. Recently, the
application of phase-type distributions in simulation has re-
ceived increasing attention. In simulation, phase-type dis-
tributions enable good representation of empirical distribu-
tions, even if the data does not follow one of the well-known
statistical distributions. Furthermore, since phase-type dis-
tributions have Markovian representations, analytical ap-
proaches can be used to support simulation results.

In the theoretical communities, PH distributions are well-
known and have been applied to derive analytical solutions
in system evaluation for a long time. In contrast, they have
seen little application in simulation. This is certainly partly
due to the fact that the theoretical details of deriving and us-
ing PH distributions may appear rather intimidating to ‘sim-
ulation guys’. A second reason may be the performance costs
of generating PH-distributed random variates. Finally, the
absence of support for PH distributions in popular discrete-
event simulators such as OMNeT++ [10] and NS-2 [11] also
constitutes a major hurdle.

In the second part we give a hands-on introduction to
using PH distributions. We follow the workflow depicted
in Figure 1: Given a measurement trace, a PH distribution
is fitted to this data and used in simulation. We start with
an accessible discussion of the essential theoretical basics.
In this part we focus particularly on structural properties
that are suitable for efficient fitting and simulation later on.

In the second step of this part we address the question of
obtaining a PH distribution that fits a measurement trace.
We focus on three important points: First, the approximat-
ing distribution must represent the data set well, second,
the fitted distribution must be usable in efficient simulation,
and third, fitting should be user-friendly. We will discuss
several established fitting tools and illustrate how to obtain
a good fit using our Hyper-* fitting tool for user-friendly and
efficient cluster-based PH fitting [7].

The third step focusses on efficient random-variate gen-
eration from PH distributions. We introduce several algo-
rithms and show how special structures can reduce the cost
of random-variate generation [9]. We then discuss optimisa-
tion of PH representations with respect to simulation cost.
We give results on optimal representations for the APH sub-
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Figure 1: Basic workflow for PH distributions.

class [8] and consider extension to the general PH class [5].
In the final step we introduce the generic libphprng li-

brary for PH random-variate generation in simulation frame-
works [6]. The library is part of the Butools package [1] and
implements the efficient algorithms introduced in the previ-
ous part. Libphprng combines efficient methods with easy
usage. Furthermore, libphrng integrates seamlessly with
discrete-event simulators such as OMNeT++ without any
changes to the library core. We illustrate application of the
library in popular network simulators using a case-study.
The case study [12] covers evaluation of syntonisation accu-
racy in the precision-time protocol (PTP). We show how the
use of PH distributions can tremendously reduce simulation
run-times and improve accuracy of the results.

2. INTENDED AUDIENCE
The intended audience of the tutorial are practice-oriented

researchers, especially from the networking community, and
users of discrete-event simulation. Furthermore, we also in-
vite the attendance of researchers who are adept at using PH
distributions in analytical approaches and may be interested
in broadening their focus to simulation.

3. ASSUMED BACKGROUND OF ATTEN-
DEES

We assume some working knowledge and practical experi-
ence with system evaluation, Markovian modelling and per-
formance analysis.
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G. Horváth, I. Kolossváry, Z. Németh, P. Reinecke,
M. Telek, and M. Vécsei. Butools: Program packages
for computations with PH, ME distributions and
MAP, RAP processes.
http://webspn.hit.bme.hu/˜butools, October 2011.

[2] P. Buchholz, A. Horvath, and M. Telek. Stochastic
petri nets with low variation matrix exponentially
distributed firing time. International Journal of
Performability Engineering, 7:441–454, 2011. Special
issue on Performance and Dependability Modeling of
Dynamic Systems.

[3] P. Buchholz and M. Telek. On minimal representation
of rational arrival processes. In Madrid Conference on
Qeueuing theory (MCQT), June 2010.

[4] P. Buchholz and M. Telek. Composition and
equivalence of markovian and non-markovian models.
In 8th International Conference on Quantitative
Evaluation of SysTems (QEST), pages 213–222, sept
2011.
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