The CME method: Efficient numerical inverse Laplace transformation with Concentrated Matrix Exponential distribution
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ABSTRACT

Numerical inverse Laplace transformation (NILT) is an important tool in the field of system modelling and performance analysis. The recently introduced CME method has many important advantages over the alternative numerical inverse Laplace transformation (NILT) methods. It avoids Gibbs oscillation (i.e., does not generate overshoot and undershoot), preserves the monotonicity of functions, its accuracy is gradually improving with the order, and it is numerically more stable than the alternative methods. In this paper we demonstrate these advantages and introduce our tool which implements the CME method and other popular NILT methods.

1. INTRODUCTION

Due to their analytical simplicity, Laplace transforms are widely used in various scientific fields [26]. The main difficulty in working with Laplace transforms is associated with the difficulties in obtaining time domain results from the Laplace transform descriptions. In a small subset of practically interesting cases it is possible to symbolically inverse transform the Laplace domain description, but in the majority of the cases symbolic inverse Laplace transformation is not available and numerical inverse Laplace transformation (NILT) remains the only feasible way of the analysis.

For several decades, NILT procedures were assumed to be unstable, numerically sensitive and unreliable. One reason for this bad reputation comes from the fact that low order NILT methods were inaccurate and high order NILT methods were unstable (often with weird alternation in the results, which is often referred to as Gibbs oscillation) and in many cases, the range of orders with reasonably accurate results was missing between these two extreme behaviours. In spite of the shortcomings of NILT methods, the benefits of Laplace domain analysis gave continuous impetus for improving NILT methods. Plenty of NILT methods were developed and published during the last 4 decades (for surveys, we refer to [19, 31], and to those referenced therein).

Apart of many other scientific fields where Laplace transforms are efficiently applied [26], the field where Laplace transforms are most often applied is the stochastic performance modelling and analysis of computer and communication systems. As some examples of the measures of interest that is computed based on Laplace transform domain description we can note security [12], reliability [27, 9], dependability [22, 15], performance [11], temporal logic kind of measures, like “what is the probability that a random event occurs before time T”, which can be obtained from the transient and temporal measures of such systems [3, 4, 5].

In this work we demonstrate that the CME method is applicable in a rather wide range of practically interesting cases, such that it eliminates the mentioned weaknesses of the previously applied methods. Additionally we present a tool for NILT that implements the CME method and two other popular NILT methods, the Euler and the Gaver–Stehfest method. The offline version of the tool is available in multiple popular scientific languages. The online version can be used through an intuitive GUI and can be used for demonstration purposes and for quick and simple calculations.

The rest of the paper is organized as follows. Section 2 gives an overview of the common features of the most popular NILT methods and Section 3 introduces the CME method. Section 4 provides the details of the NILT software tools. Section 5 demonstrates the properties of the CME method. Finally, Section 7 concludes the paper.

2. NILT METHODS

For a real or complex valued function \( h(t) \), the Laplace transform is defined as

\[
\mathcal{L}\{h(t)\} = h^*(s) = \int_{0}^{\infty} e^{-st} h(t) dt.
\]

(1)

The goal of NILT is to find an approximate value of \( h \) at point \( T \) (i.e., \( h(T) \)) based on \( h^*(s) \).

Many, seemingly different NILT methods were unified in a general framework by Abate and Whitt in [2]. In the Abate–Whitt framework, a finite linear combination of the transform values approximate \( h \), via

\[
h(T) \approx \sum_{k=1}^{N} \eta_k \frac{\beta_k}{T}, \quad T > 0,
\]

(2)

where the nodes \( \beta_k \) (\( 1 \leq k \leq N \)) and weights \( \eta_k \) (\( 1 \leq k \leq N \)) are real or complex numbers that depend on the \( N \), but not on the transform function \( h^* \) or the time argument \( T \).

In order to have a real approximation in (2), the list of nodes \( \beta_k \) and weights \( \eta_k \) must contain only real values and complex conjugate pairs. Denoting the set of real nodes, complex nodes with positive imaginary part and complex nodes with negative imaginary part by \( R = \{ k : \beta_k \in R \} \),
$C^+ = \{k : \text{Im}(\beta_k) > 0\}$, and $C^- = \{k : \text{Im}(\beta_k) < 0\}$, we have
\[ h(T) \approx \sum_{k \in R} \eta_k \frac{1}{T} h^* \left( \frac{\beta_k}{T} \right) + \sum_{k \in C^+} 2 \text{Re} \left( \eta_k \frac{1}{T} h^* \left( \frac{\beta_k}{T} \right) \right), \tag{3} \]
which means that $h^*$ needs to be evaluated only $n = |R| + |C^+|$ times instead of $N = |R| + |C^+| + |C^-|$ times as it is in (2). Therefore we call $n$ (instead of $N$) the order of the approximation. For the sake of simplicity, we will assume that $R \cup C^+ = \{1, 2, \ldots, n\}$ in the following.

NILT methods outside the Abate–Whitt framework approximate $h(T)$ based on different approaches, e.g., using the derivatives or the series expansion of $h^*$. NILT methods of the Abate–Whitt framework turned out to be more efficient than the methods outside the Abate–Whitt framework and have become predominant.

Indeed, (2) defines a rather simple NILT procedure composed of the following steps:

1. compute the nodes $\beta_k (1 \leq k \leq n)$ and the weights $\eta_k (1 \leq k \leq n)$ according to the applied Abate–Whitt framework method,

2. compute $h^*$ in points $\beta_k/T (1 \leq k \leq n)$,

3. sum up the results according to (2).

Step 1: Before the introduction of the CME method, the widely used Abate–Whitt framework methods computed the nodes and weights based on a relatively easy to compute explicit formula. In many of these methods the weights have extremely large absolute value.

Step 2: The complexity of this step depends on $h^*$. There are practically interesting cases, where $h^*$ does not exhibit a closed form, thus numerical integrals (similar to (1)) need to be evaluated in order to obtain $h^*$ in the required points.

Step 3: The summation in (2) can be numerically sensitive when the weights have extremely large absolute value.

For the most commonly used methods in the Abate–Whitt framework, such as Euler method [1], the Gaver–Stehfest method [13, 28], and the Talbot method [29, 30], max $2 \leq k \leq n |\eta_k|$ increases exponentially with the order of the method.

As an example, the nodes and weights of the Euler method are:

\[ \beta_k = \frac{(n - 1) \ln(10)}{6} + \pi i(k - 1), \quad 1 \leq k \leq n, \]
\[ \eta_k = 10^{(n-1)/6} (-i)^k \xi_k, \quad 1 \leq k \leq n, \]
where
\[ \xi_1 = \frac{1}{2}, \]
\[ \xi_k = 1, \quad 2 \leq k \leq (n + 1)/2, \]
\[ \xi_n = \frac{1}{2(n - 1)/2}, \]
\[ \xi_{n-k} = \xi_{n-k+1} + 2^{-(n-1)/2} \left( \frac{(n - 1)/2}{k} \right), \]
for $1 \leq k < (n - 1)/2$.

3. THE CME METHOD

The CME method [18] also belongs to the Abate–Whitt framework. The major difference between the CME method and the previously introduced Abate–Whitt framework methods is in the computation of the nodes and the weights. The nodes and the weights are not computed at every application of the NILT procedure, but they are computed in advance for all required order $n$ and the stored nodes and weights are used for the computation of (2).

The CME method is based on the trigonometric – exponential relation
\[ f_N(t) = c e^{-\lambda t} \prod_{j=1}^n \cos^2 \left( \frac{\omega^M - \phi_j}{2} \right) = \sum_{k=0}^{N-1} \eta_k e^{-\beta_k t}, \tag{4} \]
whose details are provided in [16]. By construction $f_N(t)$ of the CME method is non-negative.

Based on this relation, the nodes and the weights are defined via the solution of the optimization problem
\[ (\omega^*, \phi_1^*, \ldots, \phi_n^*) = \operatorname{arg min}_{\omega, \phi_1, \ldots, \phi_n} \text{SCV} \left( e^{-\lambda} \prod_{j=0}^n \cos^2(\omega t - \phi_j) \right) \]
where the squared coefficient of variation (SCV) is defined as
\[ \text{SCV} := \frac{f_{N}(t)}{f_{CME}(t)} \int_0^\infty \left( f_{N}(t) \right)^2 dt \]
The SCV is measure of the difference between the unit impulse and $f_N(t)$, and it is insensitive to parameters $c$ and $\lambda$, that is why they are neglected in (5). For large orders, $100 < n < 2 \cdot 10^5$, quasi-optimal solutions of this optimization problem is proposed in [7].

4. SOFTWARE SUPPORT

To provide software support for NILT, we created a tool that implements the CME method along with the Euler and the Gaver–Stehfest methods. The tool is available in two versions at [17] working under the UIUC distribution license.
[25]: offline version and online version. Both are available through the webpage of the project [17]. The tool has the following input parameters:

1. Laplace transform function to invert
2. list of evaluation points ($T$)
3. maximum number of evaluations (the maximum order $n$ to use)
4. NILT method to use (CME by default)
5. precision of calculations (machine precision by default)

The generated output is the value(s) of the numerical-based inverse Laplace transform at point(s) given by $T$, presented either as a list or in a visual format using a plot.

The offline version is directed more toward researchers; that is why it is made available in multiple popular scientific languages: Matlab, Mathematica, and IPython. This mode offers more control options for the user, like which calculation precision (machine, arbitrary) needs to be applied, integration with other ongoing research work, extracting the results in visual and numerical formats. Additionally, it offers the option of abscissa shifting, which can be used for more precise approximation of the tail behaviour using the recommendations in [18]. This version supports the CME method for orders up to $n = 1000$. Up to this value standard double precision (i.e., machine precision in most environments) calculation is generally sufficient.

Aside from the file containing the implementation of the NILT methods, the offline version requires that the “nlte.json” file be placed into the same directory. This file stores the pre-computed parameters that are used to calculate the $\beta_k$ nodes and the $\eta_k$ weights for selected orders of the CME distributions in double precision.

Recently, more than 15 research papers in various fields like hydrologic processes [24], water resources [20], control theory [8], and especially in stochastic theory and modeling [10, 14], have accredited CME NILT results based on our tool. We also applied it successfully in the analysis of fluid queues [4, 6], QBDs [5], and vehicular ad-hoc networks [21].

The online version allows the user to directly demonstrate the CME NILT within the browser via a JavaScript GUI. This version offers to perform NILT for six pre-defined Laplace transform functions (exponential, sine, heavy-side, exponential heavy-side, periodic square wave, staircase) or a custom Laplace transform function written in an appropriate syntax (matrices and complex numbers are also supported in the expression). The GUI comes with options to customize the axis boundaries and the number of steps for the $x$-axis. Moreover, the effect of changing the number of function evaluations (order $n$) on the NILT accuracy is illustrated interactively. During the demonstration, and simply with a few clicks on the legend bar, the user can also visually compare the CME method with the exact inverse Laplace transform (if known) as well as with the Gaver–Stehfest and the Euler method.

Table 1 concludes the features provided by the two versions.

Figure 1: Custom Laplace transform function definition with the NILT parameters setup

Figure 2: NILT of $\sqrt{\pi}/2s^{3/2}$ by the CME, Euler methods with $n = 100$
the server was busy at breakdown, it continues the service dependent, identically distributed (i.i.d.) setup time. If breakdown, the server gets back to operational after an in-order, which is subject to breakdown. In case of a server server is busy. A single server serves the customers in FIFO system with unreliable servers from [23].

In the environment we provide the response time analysis of a retrial analysis and the use of the offline tool in Mathematica environment.

6. APPLICATION OF NILT IN PERFORMANCE ANALYSIS

To demonstrate the application of NILT in performance analysis and the use of the offline tool in Mathematica environment we provide the response time analysis of a retrial system with unreliable servers from [23].

The considered queueing system behaves as follows. In incoming customers queue up in an infinite buffer when the server is busy. A single server serves the customers in FIFO order, which is subject to breakdown. In case of a server breakdown, the server gets back to operational after an independent, identically distributed (i.i.d.) setup time. If the server was busy at breakdown, it continues the service of the interrupted customer when it gets back to operational according to one of the following three preemption policies: preemptive resume (PRS), preemptive repeat different (PRD), and preemptive repeat identical (PRI). With the PRS policy, the server continues the service of the interrupted customer from the point it was interrupted. With the PRD policy, after an interruption the server restarts the service of the interrupted customer with i.i.d. service time. With the PRI policy the server restarts the service of the interrupted customer, and the service time of the customer in the current operational period of the server is identical to the one of the previous operational period.

The performance measure of interest is the generalized service time, $G$, which is the time from the instant the server starts the service of a customer until it completes the service of that customer considering the potential breakdown and setup cycles of the server and the applied preemption policy.

The CDF, PDF, and the LT of the (breakdown free) service time, $S$, are denoted by $F(x) = Pr(S < x)$, $f(x) = dF(x)/dx$, and $f^*(s) = E(e^{-sS})$, respectively. Similarly, the CDF, PDF, and the LT of the setup time, $R$, and the generalized service time $G$ are denoted by $R(x)$, $r(x)$, $r^*(s)$ and $G(x)$, $g(x)$, $g^*(s)$, respectively. Additionally, we are interested in the equilibrium distribution of the generalized service time, whose PDF is $g_e(x) = \frac{1}{E(G)}$ and LT is $g_e^*(s) = \frac{1-g^*(s)}{E(G)}$. The server breaks down with constant rate $\nu$.

With the different preemption policies the LT of the generalized service time is

\begin{align}
\gamma^*_e(s) &= \frac{(s + \nu)f^*(s + \nu)}{(s + \nu) - \nu(1 - f^*(s + \nu))r^*(s)}, \\
g^*_e(s) &= f^*(s + \nu - \nu r^*(s)), \\
g^*_e(s) &= \frac{(s + \nu)}{(s + \nu) - \nu r^*(s)} \sum_{j=0}^{\infty} \left(\frac{-\nu r^*(s)}{(s + \nu) - \nu r^*(s)}\right)^j f^*((j + 1)(s + \nu)).
\end{align}

Figure 6 plots the density function of the generalized service with different Weibull distributed service time distributions and exponentially distributed setup time (that is $r^*(s) = \frac{1}{\lambda^\nu s^{\nu-1}}e^{-\frac{s}{\lambda}}$). The PDF of the Weibull distribution is $f(t) = \alpha \lambda \lambda^{-\alpha} e^{-(\lambda t)^\alpha}$, where the shape parameter determines the decay rate as $t$ tends to infinity. We consider
two cases: In the heavy tailed case with $\alpha = 1/2$

$$f^*(s) = \frac{\sqrt{\lambda}}{2\sqrt{s}} e^{\lambda/2} \operatorname{Erfc}\left(\frac{\sqrt{\lambda/s}}{2}\right),$$

and in the light tailed case with $\alpha = 2$

$$f^*(s) = 1 - \frac{8\sqrt{\pi}}{2\lambda} e^{\lambda s^2/2 \lambda} \operatorname{Erfc}\left(\frac{s}{\sqrt{2\lambda}}\right),$$

where $\operatorname{Erfc}(z)$ is the complementary error function defined as $\operatorname{Erfc}(z) = \frac{2}{\sqrt{\pi}} \int_z^\infty e^{-t^2} dt$. Figure 6 plots the density functions of the different cases obtained from the NILT of (7)-(9). The plot of the heavy tailed case contains only 5 curves because the mean generalized service time is infinite with the PRI preemption policy in this case. Figure 7 presents an implementation example associated with the queueing model.

7. CONCLUSION

In this paper we presented the CME method and demonstrated its advantages compared to other NILT methods. We showed that, unlike its most popular competitors, it provides results free of Gibbs oscillation, improves with increasing order, and is very stable numerically. These assets make it an ideal choice as a general method for NILT. We illustrated the above benefits using our online tool, which has a simple, intuitive interface and is optimal for testing and demonstrative purposes, while its offline version, implemented in multiple popular scientific languages, offers more options for fine-tuning and is recommended for general research purposes.
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