Numerical analysis of infinite server queues with correlated arrivals
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Abstract. This paper investigates the effect of correlation in the arrival process of infinite server queueing systems by numerical analysis. The arrival process is described by a Markov Arrival Process (MAP) and the holding time can have arbitrary distribution with finite mean. We provide an analytic expression for the moment-generating function of the stationary distribution of customers and based on that we approximate the distribution numerically.

We also investigate the concept of “critical time-scale” in MAP/G/∞ queueing systems. Numerical examples investigate the cases when the time scale of correlations in the arrival process are below and above the “critical time-scales”. We show that in the presence of long lasting correlations, the system can be approximated by the mixture of independent short-range dependent subsystems.
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1 Introduction

In this paper we present a method for analysing a MAP/G/∞ queueing system with which we investigate the correlation effects of the arrivals. The analysis of infinite server system was addressed assuming phase-type renewal arrival processes in [12]. This result was generalized assuming batch Markov renewal processes in [9]. The analysis of infinite server systems with batch Markov arrival process (BMAP) was considered in [10].

[12] developed a system of differential equations for the generating function of the number of customers and differential equations for its moments. [10] provides the differential equations for the generating function of the BMAP/G/∞ system and gives numerically feasible formulae for phase-type service time. For general service times, both papers recommend the numerical solution of the system of differential equations.

The approach proposed in this paper is essentially different from the ones of [12] and [10]. Following this new approach we obtain the known analytic results for general service time distribution, and, as a direct consequence of the approach, we develop analytical
results and feasible computational method for the case of discrete service time distribution\(^3\).

We also propose a numerically feasible method for computing the distribution of the number of customers in the system based on the probability generator matrix\(^4\). Indeed it is a numerical inversion method which does not pose any restrictions on the service time distribution.

The proposed numerical techniques are used in a telecommunication example, where the traffic flows arrive in a non-Poisson manner. Such problems are also addressed in e.g. [1,4] and references therein. There are two important assumptions in our examples:

- The arrival process is independent of the number of customers/flows in the system.
- The holding time of the customers/flows depends on the arrival process only.

With this example, we investigate the concept of “critical time-scale”. It has been shown that the Internet traffic exhibit correlations for several time-scales which has significant implications on the traffic statistics [6].

[14] argues that in finite single server queueing systems the correlation in the arrival process (e.g. packets, cells arrival) is important in the time-scale of queueing and the correlation above this time-scale does not affect the network performance significantly.

Our example shows a scenario in which such “critical time-scale” exists in the case of infinite server queueing systems as well. A similar concept has been used in [5] in a measurement-based admission control context. In that paper the authors argue that a measurement-based admission control algorithm could take into consideration slow changes in the traffic while fast changes can be dealt with overprovisioning.

The examples indicate that the MAP/G/\(\infty\) system with long lasting correlations in the arrivals can be decomposed. Above the critical time scale, the correlations can dealt with by independent subsystems with short range dependence.

The rest of the paper is organized as follows. Section 2 presents the basic modeling concept. This concept is used for the analysis of MAP/D\(_n\)/\(\infty\) queue in Section 3 and MAP/G/\(\infty\) queue in Section 4. Further properties of MAP/G/\(\infty\) queues related with their numerical analysis are presented in Section 5. Section 6 presents an example which is used to evaluate the effect of arrival process correlation and also to investigate the accuracy of numerical methods. The paper is concluded in Section 7.

2 Notations and preliminaries

The moment-generating function of the number of arrivals of a MAP with matrices \(D_0\) and \(D_1\) is

\[
P_{i,j}(z,t) = E(z^{N(t)}|J(0) = i, J(t) = j)P(J(t) = j|J(0) = i),
\]

where \(N(t)\) denotes the number of arrivals in \((0,t)\) and \(J(t)\) is the state of the background Markov chain at time \(t\). The \(P(z,t) = \{P_{i,j}(z,t)\}\) matrix is given, e.g., in [8]: \(P(z,t) = e^{(D_0+zD_1)t}\).

---

\(^3\) [12] mentions the case of discrete service times as an example, but does not make further considerations.

\(^4\) Defined in Theorem 3.6.2 of [8] on page 78.
In order to handle time dependent MAPs we introduce the \( P(z, t, T) = \{P(z, t, T)_{i,j}\} \) matrix as the moment-generating function of the number of arrivals in the \((t, T)\) interval, where

\[
P_{i,j}(z, t, T) = E(z^{N(t,T)}|J(t) = i, J(T) = j)P(J(T) = j|J(t) = i),
\]

and \( N(t,T) \) denotes the number of arrivals in the \((t, T)\) interval. Using this definition one can investigate the basic properties of piece-wise constant time-dependent MAP processes.

Let MAP1 and MAP2 be two MAP processes on the same state-space. MAP1 is characterized by \( (D_0^{(1)}, D_1^{(1)}) \) and MAP2 by \( (D_0^{(2)}, D_1^{(2)}) \). In the \((s, t)\) interval, the arrivals are generated by MAP1 and in the \((t, u)\) interval the arrivals are generated by MAP2 such that the initial state of MAP2 at \( t \) is the same as the final state of MAP1 at \( t \), i.e., \( J_1(t) = J_2(t) \) (Figure 1).

**Theorem 1.** The moment-generating function of the number of arrivals in the \((s, u)\) interval is

\[
Z(z, s, u) = Z_1(z, s, t) \cdot Z_2(z, t, u),
\]

where \( Z_1(z, s, t) = e^{(D_0^{(1)} + zD_1^{(1)})(t-s)} \) and \( Z_2(z, t, u) = e^{(D_0^{(2)} + zD_1^{(2)})(u-t)} \).

3 The MAP/D\(_n\)/\( \infty \) queueing system

Consider an infinite-server queueing system where the customers arrive to the system according to a \((D_0, D_1)\) MAP and stay for a random amount of time \( X \). The service time is a finite discrete random variable with probability distribution: \( P(X = a_i) = p_i, i = 1, \ldots, n \), where \( a_1 > a_2 > \ldots > a_n > 0 \). For notational convenience we introduce \( a_{n+1} = 0 \) (Figure 2).

**Theorem 2.** The moment-generating function of the stationary number of customers in the system \((N)\) is

\[
E(z^N) = \pi \left( \prod_{i=1}^{n} e^{(D_0^{(1)} + zD_1^{(1)})(a_i - a_{i+1})} \right) I, \tag{2}
\]

where \( D = D_0 + D_1 \), \( \pi \) is the stationary distribution of the Continuous-time Markov Chain (CTMC) with generator \( D \), \( q_i = \sum_{j=1}^{i} p_j \), \( I \) is the column vector of ones, and the product is ordered.
In the special case when the service time is a discrete equidistance distribution between \( m \delta \) and \((n + m - 1) \delta\), such that \( a_i = (n + m - i) \delta \) (Figure 2) we have \( F(t) = P(X \leq t) = \sum_{j=n+m-[t/\delta]}^{n} p_j, \quad q_i = 1 - F((n+m-i-1) \delta) \) and the matrix of moment-generating function becomes
\[
P(z) = \prod_{i=1}^{n} e^{(D+(z-1) \delta)D_1} = \prod_{i=1}^{n} e^{(D+(z-1)(1-F((n+m-i-1) \delta))D_1) \delta}.
\]

(3)

4 The MAP/G/\( \infty \) queueing system

In this section we generalize the result of the previous section to analyze the MAP/G/\( \infty \) queue. This model is already analyzed in [10], however, the moment-generating function below can be obtained as a limit of Equation 3.

**Theorem 3.** The moment-generating function of the number of customers in MAP/G/\( \infty \) queue with holding time distribution \( F(x) \) with support on the \((t, T)\) interval is

\[
P(z, t, T) = 1 + \int_{t}^{T} (D + (z-1)(1 - F(y_1))D_1)dy_1 + \\
\int_{t}^{T} (D + (z-1)(1 - F(y_1))D_1) \int_{t}^{y_1} (D + (z-1)(1 - F(y_2))D_1)dy_2 dy_1 + \ldots
\]

(4)

**Corollary 1.** Due to Theorem 3 and (3) the moment-generating function \( P(z, t, T) \) can be expressed as the product of “sub moment-generating functions”: \( P(z, t, T) = P(z, t^*, T) \cdot P(z, t, t^*) \), where \( t^* \in (t, T) \).

The moment-generating function of the number of customers with unbounded positive holding time distribution is obtained as \( P(z, 0, \infty) = \lim_{T \to \infty} P(z, 0, T) \). Based on \( P(z, t, T) \) the probability of having \( n \) customers in the system, \( V_n(t, T) \), can be obtained using the residue theorem.

**Corollary 2.** Since \( P(z, t, T) \) is the moment-generating function of \( V_n(t, T) \), \( V_n(t, T) \) is the residue of the function \( \frac{1}{z^{n+1}} P(z, t, T) \) in \( z = 0 \).

\[
V_n(t, T) = \frac{1}{2\pi i} \oint_{C} \frac{1}{z^{n+1}} P(z, t, T)dz.
\]

(5)

where \( i \) is the imaginary unit.

5 Numerical analysis of the distribution of customers

We define the following relation of random variables \( X \) and \( Y \), and their moment-generating functions.

**Definition 1.** \( X \leq Y \) iff \( P(X \leq x) \geq P(Y \leq x) \) for \( \forall x \) (i.e., \( F_X(x) \geq F_Y(x) \)) and \( X(z) \leq Y(z) \) iff \( P(X \leq x) \geq P(Y \leq x) \) for \( \forall x \) where \( X(z) = E(z^X) \) and \( Y(z) = E(z^Y) \) are the moment-generating functions of \( X \) and \( Y \), respectively.
Note that
- \( X_1 \leq Y_1 \) and \( X_2 \leq Y_2 \) implies \( X_1 + X_2 \leq Y_1 + Y_2 \),
- \( X_1(z) \leq Y_1(z) \) and \( X_2(z) \leq Y_2(z) \) implies \( X_1(z)X_2(z) \leq Y_1(z)Y_2(z) \) and
- \( X \leq Y \) implies that the \( n \)th ordinary and the \( n \)th factorial moments of \( X \) are not greater than the ones of \( Y \), i.e., \( E(X^n) \leq E(Y^n) \) and \( E(X(X-1)\ldots(X-n+1)) \leq E(Y(Y-1)\ldots(Y-n+1)) \).

Let \( P(z, t, T) \) and \( P^*(z, t, T) \) be the generator matrices of the MAP/G/∞ systems with service times \( F(t) \) and \( F^*(t) \).

**Theorem 4.** If \( F(t) \geq F^*(t) \) then \( P(z, t, T) \leq P^*(z, t, T) \).

Note that Theorem 4 and its proof is also valid for any stationary arrival process.

**Theorem 5.** \( P(z, t, T) \) is bounded by the following integrals of matrix exponential expressions

\[
P(z, t, T) \leq P(z, t, T) \leq \bar{P}(z, t, T),
\]

where \( t = t_0 < t_1 < \ldots < t_{N-1} < t_N = T \)

\[
P(z, t, T) = \prod_{i=0}^{N} \bar{P}(z, t_{N-i}, t_{N-i+1}), \quad \bar{P}(z, t, T) = \prod_{i=0}^{N} \bar{P}(z, t_{N-i}, t_{N-i+1}),
\]

and

\[
\bar{P}(z, t_k, t_{k+1}) = e^{D(t_{k+1}-t_k)} + (z-1)(1-F(t_{k+1})) \int_{t_k}^{t_{k+1}} e^{D(t_{k+1}-y_1)}D_1 e^{D(y_1-t_k)}dy_1 +
\]

\[
(z-1)^2(1-F(t_{k+1}))^2 \int_{t_k}^{t_{k+1}} e^{D(t_{k+1}-y_1)}D_1 \int_{t_k}^{y_1} e^{D(y_1-y_2)}D_1 e^{D(y_2-t_k)}dy_2dy_1 + \ldots
\]

\[
\bar{P}(z, t_k, t_{k+1}) = e^{D(t_{k+1}-t_k)} + (z-1)(1-F(t_k)) \int_{t_k}^{t_{k+1}} e^{D(t_{k+1}-y_1)}D_1 e^{D(y_1-t_k)}dy_1 +
\]

\[
(z-1)^2(1-F(t_k))^2 \int_{t_k}^{t_{k+1}} e^{D(t_{k+1}-y_1)}D_1 \int_{t_k}^{y_1} e^{D(y_1-y_2)}D_1 e^{D(y_2-t_k)}dy_2dy_1 + \ldots
\]

Theorem 5 gives upper and lower bound when the service time distribution has a finite support. In case infinite support the theorem gives lower bound, while an approximate upper bound is given by Theorem 7.

**Theorem 6.** The moment-generating function fulfills the following bound

\[
\| P(z, t, T) \| \leq e^{[z-1]\|D_1\|} \int_{T}^{1-F(y)}dy
\]

**Theorem 7.** Computing the probability masses with (5) the error caused by a finite truncation of the service time distribution at \( T \) is bounded by

\[
\| V_n(0, \infty) - V_n(0, T) \| \leq lD^n \epsilon(z, T),
\]

where \( \epsilon(z, T) = e^{[z-1]\|D_1\|} \int_{T}^{1-F(y)}dy - 1 \) \( e^{[z-1]\|D_1\|}E(X) \) where \( l \) is the length of the closed contour around 0 on which the residue is calculated and \( 1/D \) is the minimum distance of the closed contour from 0. If the residue is calculated on circle with radius \( r \) then \( l = 2r\pi \) and \( D^n = r^n \).
6 Numerical example

The assumption of the Poisson customer/flow arrival is considerably general since this is the limiting process in telecommunication systems when arrivals occur from a large population especially in scenarios where there is significant network traffic [2, 7]. However, there are cases, where the arrival process is not Poisson. This is the case, for example, in the common model of web browsing where the download of the objects of web pages involve several transfers [17].

It is also possible that even the starts of the user activities are correlated. Consider a web-based customer service scenario. The customers get “one-time passwords”, e.g., via their mobile phones and start their sessions using these passwords. If several users get their identifiers at the same time, then the session starts are not Poisson.

In the examples, the arrivals will be modelled by Markov-modulated Poisson Process (MMPP), because the modulation of the arrival rate allows to investigate the concept of critical time-scale defined in [14] and used for example in [5]. We evaluate two of such examples. Both examples models a system, where voice (video, etc.) calls are routed through an egress node. The arrival of the calls is modulated by some external effects.

It will be shown that if the time scale of the call arrival rate change is below the holding time of the calls then the system cannot be decomposed into subsystems. However, if the routing changes happen above the range of call durations, the system can be well approximated by a probability mixture. Moreover, it will be shown that the distribution of the call holding time changes the critical time-scale.

The first example is a multiservice system focusing on the traffic of voice calls. Normally, all calls are allowed and routed towards a switch, but sometimes the calls are blocked. The decision is made in a filter depending on the available resources to set up new calls. The time-scale of the decisions are a few seconds.

In the second example, two areas are interconnected via a microwave link that transmits the calls. However, the link might become unavailable due to environmental conditions in which case a backup satellite link is used. The calls are rerouted to the satellite link, but only a few new calls are allowed. The time-scale here is in the order of 100-1000s.

Figure 3 shows the structure of the call arrivals. The calls from Area A always arrive to the switch according to a constant rate Poisson process. Area B generates calls at a constant rate too but these calls are sometimes blocked. This is modeled by a two-state Markov chain (see Figure 4). The arrival rate from Area A is $\lambda_A = 0.1 \ 1/s$ and from Area B is $\lambda_B = 9.9 \ 1/s$. The call duration is $E(X) = 100s$.

We consider two service time distributions: hyper-exponential and Weibull. There are three main reasons for choosing these distributions:

1. The Weibull distribution is not Phase-type distribution therefore it seems to be rather difficult to calculate the factorial moments.
2. The asymptotical decay of the chosen Weibull distribution is slower than exponential.
3. The two considerably different distributions show the stationary distribution of the system is sensitive to the holding time in the present example.

In the case of the Weibull distribution the result is compared to simulation output and to the upper and lower bounds.
The numerical procedure is implemented in Octave 2.1.40. The exact factorial moments were calculated by Maple 5.00. The running time of the numerical calculations was 15 hours on a desktop with 2.5 GHz CPU, 1 GB RAM and Red-Hat Linux system. Inverting the generating function could be done in parallel so this can be further reduced. The first 20 factorial moments were calculated in 24 hours on a SUN Enterprise 420R computer with 450MHz CPU, 2GB RAM.

6.1 Hyper-exponential service time distribution

The interarrival time distribution is hyper-exponential: $F(x) = 1 - \gamma_1 e^{-\mu_1} - \gamma_2 e^{-\mu_2}$, where $1/\mu_1 = 50s$, $\gamma_1 = 0.947$, $1/\mu_2 = 1000s$, $\gamma_1 = 0.053$. Figure 5 shows the stationary distributions of the system. The state durations in the MMPP were varied from $1/\beta = 1s$ to $10000s$ and $1/\alpha = 1.5s$ to $15000s$. When the arrival rate changes very frequently (i.e. within seconds, Figure 5a), the correlations are very short and a unimodal distribution develops.

In Figure 5b and c the correlations in the arrival process start to have effects and a bimodal distribution develops. However, the system cannot be decomposed into one where the calls arrive only from Area A and another where the calls arrive both from Area A and Area B. The difference can be seen in Figure 5c, where the mixture of two Poisson distributions representing the decomposition is shown.

Figure 5d shows a scenario in which the range of the correlations is well above the range of the call holding time. In this case the decomposition is possible.

In order to validate the numerical computation method Table 1 compares some lower and upper bounds for the factorial moments with the analytical calculation. The relative errors are at most 5-6%.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$\lambda$</th>
<th>exact</th>
<th>upper b.</th>
<th>lower b.</th>
<th>exact</th>
<th>upper b.</th>
<th>lower b.</th>
<th>exact</th>
<th>upper b.</th>
<th>lower b.</th>
<th>exact</th>
<th>upper b.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1/\beta = 1s, 1/\lambda = 1.5s$</td>
<td>$1/\beta = 100s, 1/\lambda = 150s$</td>
<td>$1/\beta = 1000s, 1/\lambda = 1500s$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4.06</td>
<td>4.07</td>
<td>4.09</td>
<td>4.06</td>
<td>4.07</td>
<td>4.09</td>
<td>4.06</td>
<td>4.07</td>
<td>4.09</td>
<td>4.06</td>
<td>4.07</td>
<td>4.09</td>
</tr>
<tr>
<td>2</td>
<td>1.66</td>
<td>1.67</td>
<td>1.68</td>
<td>2.07</td>
<td>2.08</td>
<td>2.09</td>
<td>2.86</td>
<td>2.87</td>
<td>2.88</td>
<td>2.86</td>
<td>2.87</td>
<td>2.88</td>
</tr>
<tr>
<td>10</td>
<td>1.51</td>
<td>1.56</td>
<td>1.60</td>
<td>2.48</td>
<td>2.54</td>
<td>2.61</td>
<td>7.50</td>
<td>7.70</td>
<td>7.93</td>
<td>5.88</td>
<td>6.10</td>
<td>6.34</td>
</tr>
<tr>
<td>15</td>
<td>2.19</td>
<td>2.30</td>
<td>2.39</td>
<td>7.53</td>
<td>7.78</td>
<td>7.86</td>
<td>3.54</td>
<td>3.76</td>
<td>3.95</td>
<td>5.54</td>
<td>5.86</td>
<td>6.08</td>
</tr>
<tr>
<td>20</td>
<td>2.85</td>
<td>3.76</td>
<td>3.97</td>
<td>8.06</td>
<td>8.20</td>
<td>8.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Comparison of the first 20 factorial moments from exact and numerical calculation
The PDF of the number of calls (MMPP state holding time 1s & 1.5s)
a) \((1/\beta = 1s, 1/\alpha = 1.5s)\)

The PDF of the number of calls (MMPP state holding time 100s & 150s)
b) \((1/\beta = 100s, 1/\alpha = 150s)\)

The PDF of the number of calls (MMPP state holding time 1000 s & 1500 s)
c) \((1/\beta = 1000s, 1/\alpha = 1500s)\)

d) \((1/\beta = 10000s, 1/\alpha = 15000s)\)

**Fig. 5.** The distributions of the number of calls with different parameters

### 6.2 Weibull service time distribution

Figure 6 presents the distributions of the system with call duration: \(F(x) = 1 - e^{-(x/\theta)^\eta}\), where \(\eta = 0.986, \theta = 94.8\). Figure 6 presents the numerical and discrete event simulation results.

**Fig. 6.** The distributions of the number of calls with Weibull service time distribution \((1/\beta = 100, 1/\alpha = 150)\) and \((1/\beta = 1000, 1/\alpha = 1500)\)

**Fig. 7.** The difference of bounds with Weibull service time distribution \((1/\beta = 100, 1/\alpha = 150)\)

The bounds presented in Section 5 give a fairly low approximation error. \(T\) is chosen to be 465000 seconds. The overall error is \(10^{-19}\) for \(V_n\). The probability distribution is discretised: 40000 points are distributed in an equi-probabilistic way, while 5000 points are spaced evenly from 1337s to 100000s and the last point is at 465000s.
Figure 7 shows the absolute difference of the upper and lower bounds. The differences of bounds’ $p$-quantiles versus the $p$-quantile of the lower bound.

7 Conclusion

A new analysis approach is presented to analyse MAP/G/$\infty$ queues. This approach couples the elementary properties of inhomogeneous MAPs and infinite server queues. The obtained transform domain expression (4) is known from [10], but additionally the applied approach provides new insights to the queueing behaviour (e.g., Theorem 4), which we utilized for developing an accurate numerical analysis procedure. The proposed numerical analysis method is applicable with general service time distribution and supplemented with a detailed numerical error analysis.

The numerical analysis makes it possible to establish upper and lower bounds for the exact distribution function and factorial moments. In this way, the approximation can be validated by comparing these upper and lower bounds as it was shown in the numerical examples for both the moments and the quantiles.

Based on the proposed method we investigate the effect of correlated input processes. We found that the short range correlation (with respect to the service time) in the arrival process of infinite server queues does have an effect on the distribution of customers, but with the longer scale correlation the system can be decomposed into independent subsystems.

From these examples we conclude that in infinite server queues the long-range correlation of the arrival process need not necessarily be considered. It is enough to substitute the model with long-range dependence with subsystems having only short range dependence, which can be described by smaller MAP/G/$\infty$ models and the final result can be obtained as the probability mixture of the subsystems’ distribution.

Moreover, the comparison of the hyper-exponential and Weibull distributed holding times shows that the critical time-scales can differ though the average holding times are the same. The critical time-scale on which the system can be decomposed into subsystems is in the order of $10^4$ seconds when the holding time hyper-exponential while it is approximately one order of magnitude smaller ($10^3$ seconds) with Weibull distributed holding time.

References