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Abstract—The performance of the uplink of multiuser multiple input multiple output systems depends critically on the receiver architecture and on the quality of the acquired channel state information. A popular approach is to design linear receivers that minimize the mean squared error (MSE) of the received data symbols. Unfortunately, most of the literature does not take into account the presence of channel state information errors in the MSE minimization. In this letter we develop a linear minimum MSE (MMSE) receiver that employs the noisy instantaneous channel estimates to minimize the MSE, and highlight the dependence of the receiver performance on the pilot-to-data power ratio. By invoking the theory of random matrices, we calculate the users’ signal-to-interference-plus-noise ratio as a function of the number of antennas and the pilot-to-data power ratio of all users. Numerical results indicate that this new linear receiver outperforms the classical mismatched MMSE receiver.

I. INTRODUCTION

In single input single output (SISO) and multiple input multiple output (MIMO) systems, the trade-off between spending resources on channel state information (CSI) acquisition and data transmission is known to affect the performance in terms of spectral and energy efficiency [1]. Therefore, balancing the pilot-to-data power ratio (PDPR) and deriving the optimal pilot symbol assisted modulation (PSAM) signal detector are important design questions [2]. Specifically for SISO systems, the works reported in [1, 2] showed that the optimal PSAM detectors operate iteratively and exchange information between the channel estimator and decoder.

For MIMO systems, the effects of imperfect estimation when using maximum likelihood (ML)-based or iterative receivers that simultaneously process the pilot and data symbols are studied in the seminal papers [3, 4]. Similarly, reference [5] considers a single user MIMO system that uses symbol aided channel estimation and iterative (turbo) detection. None of the above referenced papers aims at designing a linear minimum mean squared error (MMSE) receiver for multiuser multiple input multiple output (MU-MIMO) systems. In MU-MIMO systems, determining the number of pilot and data symbols and allocating transmit power to pilot and data signals must take into account the number of antennas and the number of served users [6, 7].

A closely related and ongoing line of research develops and extends a general analytic framework for MIMO MMSE receivers when perfect channel state information is available at the receiver [8]. In contrast, the recent and closely related works reported in [9, 10] considered the case when only non-perfect channel estimates are available at the receiver. In our recent work [10], we have proposed a modified MU-MIMO MMSE receiver, which compensates for the channel estimation errors. However, the proposed MMSE receiver uses the covariance matrices of the interfering channels, rather than exploiting the knowledge of all instantaneous channel estimates.

The objective of the present paper is to develop a MU-MIMO linear MMSE receiver that takes advantage of the instantaneous channel estimates of all users and, accordingly, minimizes the mean squared error (MSE) of the received data symbols. Thus, our contribution – captured by Proposition 1 and Theorem 3 – to the existing literature summarized above is two-fold:

1) Proposition 1 derives the actual MMSE receiver that, in contrast to the classical mismatched or naïve formula [3, 9], minimizes the MSE of the estimated uplink data symbols in the presence of channel estimation errors.

2) Theorem 3 derives an equation, whose solution gives the asymptotic average signal-to-interference-plus-noise ratio (SINR) of any user as a function of not only the PDPR, but also the number of antennas.

II. CHANNEL ESTIMATION

We consider the uplink of a MU-MIMO system, in which $K$ mobile stations (MSs) transmit orthogonal pilot sequences

$$s = [s_1, ..., s_{F_p}]^T \in \mathbb{C}^{F_p \times 1},$$

in which each pilot symbol is scaled as $|s_i|^2 = 1$, for $i = 1, ..., F_p$. We assume a comb type arrangement of the pilot symbols: given $F$ subcarriers in the coherence bandwidth, a fraction of $\tau_p$ subcarriers are allocated to the pilot and $F_d = F - \tau_p$ subcarriers are allocated to the data symbols. Each MS transmits at a constant power $P_{tot}$ and the transmission power can be distributed unequally in each subcarrier. In particular, considering a transmitted power $P_p$ for each pilot symbol and $P$ for each data symbol transmission, the sum constraint of $\tau_p P_p + (F - \tau_p)P = P_{tot}$ is enforced. This model can represent a multicarrier Long Term Evolution (LTE) system, in which the available bandwidth is organized into physical resource blocks (PRBs) comprising $F = 12$ subcarriers. Each PRB represents a coherent bandwidth chunk and obtains its own channel estimate [11].

The base station (BS) is equipped with $N_r$ antennas, so that the $N_r \times \tau_p$ matrix $Y(p)$ of the received pilot signal at the BS can be written as

$$Y(p) = \sum_{k=1}^{K} \alpha_k \sqrt{P_p} h_k s_k^T + N,$$

where $h_k$ models the small scale fading channel for user $k$, $\alpha_k$ accounts for the propagation loss and $N \in \mathbb{C}^{N_r \times \tau_p}$ is the spatially and temporally additive white Gaussian noise with element-wise variance $\sigma_N^2$.
We assume that the large scale fading parameters \( \alpha_k \) and the pilot transmit power \( P_p \) are known or can be well estimated at the BS. This is a reasonable assumption in cellular systems in which mobility management relies on measurement reporting and signaling protocols that facilitate the acquisition of the slow varying propagation parameters [11].

We assume that \( h_k \in \mathbb{C}^{N_r \times 1} \) is circularly symmetric complex normal distributed with mean 0 and \( N_r \times N_r \) covariance matrix \( C_k \) and that the elements on the main diagonal of \( C_k \) are all equal to one. Exploiting the pilot sequence orthogonality and assuming to know the values of \( \alpha_k \) and \( P_p \), the least squares estimate of the channel of user \( \ell \) is

\[
\hat{h}_\ell = \frac{1}{\alpha \sqrt{P_p \tau_p}} Y^{(p)} s^*_\ell = h_\ell + \frac{1}{\alpha \sqrt{P_p \tau_p}} N_{S,\ell}^*,
\]

where \( s_\ell \in \mathbb{C}^{N_r \times 1} \) is the vector of pilot symbols for user \( \ell \) and \( (s_\ell^T s_\ell^*) = \tau_p \). Since \( h_\ell \sim \mathcal{CN}(0, C_\ell) \), the estimated channel \( \hat{h}_\ell \) is a circular symmetric complex normal distributed vector \( \hat{h}_\ell \sim \mathcal{CN}(0, R_\ell) \), with

\[
R_\ell \triangleq \mathbb{E}(\hat{h}_\ell \hat{h}_\ell^H) = C_\ell + \frac{\sigma^2_n}{\alpha \sqrt{P_p \tau_p}} I_{N_r},
\]

where \( I_{N_r} \) is the identity matrix of size \( N_r \times N_r \). As it was shown in [7], the distribution of the channel realization \( h_\ell \) conditioned on the estimate \( \hat{h}_\ell \) is normally distributed as

\[
(h_\ell \mid \hat{h}_\ell) \sim D_\ell \hat{h}_\ell + \mathcal{CN}(0, Q_\ell),
\]

where \( D_\ell \triangleq C_\ell R_\ell^{-1} \) and \( Q_\ell \triangleq C_\ell - C_\ell R_\ell^{-1} C_\ell \). Note that the circular complex \( \mathcal{CN}(0, Q_\ell) \) term, that characterizes the channel estimation error, can be thought of as the zero-mean estimation noise, which can be made small by sufficiently increasing the pilot power.

**III. MINIMUM MSE RECEIVER**

The \( N_r \times 1 \)-dimensional received signal at the BS can be written as:

\[
y = \alpha x_{\ell} \sqrt{P_c} + \sum_{k \neq \ell} \alpha_k h_k \sqrt{P_c} x_k + n_d,
\]

where \( x_k \) is the transmitted data symbol by the \( k \)-th user and \( n_d \) is the thermal noise on the received data signal.

In this letter we assume that the BS applies a linear receiver \( G_\ell \in \mathbb{C}^{1 \times N_r} \) to estimate the transmitted data symbols of user \( \ell \). In the case of perfect knowledge of the channel gains, the MSE of the received data symbols, averaged over the transmitted symbols and the thermal noise, can then be written as [10]:

\[
\text{MSE} (G_\ell, H) = \mathbb{E}_{x, n_d}(|G_\ell y - x_\ell|^2)
\]

where \( H = [h_1, \ldots, h_K] \in \mathbb{C}^{N_r \times K} \) is the matrix collecting the channel gains for all the \( K \) users. In order to determine the linear receiver structure that minimizes the MSE in presence of channel estimation errors, we need to express the MSE as a function of the receiver \( G_\ell \) and the estimated channel \( \hat{H} \), rather than the actual channel \( H \). To this end, we employ (4) for averaging over \( h_\ell \mid \hat{h}_\ell \) and obtain:

\[
\text{MSE} (G_\ell, \hat{H}) = \mathbb{E}_{H \mid \hat{H}}(\text{MSE} (G_\ell, H))
\]

\[
= 1 - \alpha \sqrt{P_c} \|G_\ell h_\ell - \alpha \sqrt{P_c} \| \| \hat{H} \|^2 G_\ell^H
\]

\[
+ G_\ell \left( \sum_{k=1}^{K} \alpha_k^2 P_k \left[ h_k h_k^H + Q_k + \sigma^2_n I_{N_r} \right] \right) G_\ell^H.
\]

We can now state our first result, that establishes the true MMSE receiver that uses the instantaneous channel estimates of all users:

**Proposition 1.** In the presence of channel estimation errors, the optimal \( \hat{G}_\ell \) can be derived as

\[
\hat{G}_\ell = \alpha \sqrt{P_c} \hat{h}_\ell^H D_\ell J^{-1},
\]

where

\[
J = \sum_{k=1}^{K} \alpha_k^2 P_k \left[ h_k h_k^H + Q_k + \sigma^2_n I_{N_r} \right].
\]

Proof. The proof is in Appendix I.

**IV. AVERAGE SINR OF THE RECEIVED DATA SYMBOLS**

When a generic linear filter \( G_\ell \) is employed at the receiver, the estimated symbol of user \( \ell \) is

\[
\hat{x}_\ell = G_\ell y.
\]

The energy of \( \hat{x}_\ell \), averaged over \( x, n_d \) and \( H \mid \hat{H} \), which are independent and zero mean, can be computed as

\[
\mathbb{E}_{x, n_d, H \mid \hat{H}} (|\hat{x}_\ell|^2) = \alpha^2 P_c \|G_\ell D_\ell \hat{h}_\ell\|^2 + \sum_{k \neq \ell} \alpha_k^2 P_k \|G_\ell D_k \hat{h}_k\|^2
\]

\[
+ \sum_{k=1}^{K} \alpha_k^2 P_k G_k Q_k G_k^H + \alpha^2 P_c G_\ell Q_\ell G_\ell^H.
\]

In order to determine the average SINR in the sequel, the following lemma will turn out to be useful.

**Lemma 2.** When the receiver uses MMSE symbol estimation and the instantaneous channel estimates, \( \gamma (\hat{G}_\ell, \hat{H}) \) the instantaneous SINR of the data symbols, can be expressed as

\[
\gamma (\hat{G}_\ell, \hat{H}) = \alpha^2 P_c \hat{h}_\ell^H D_\ell J^{-1} D_\ell \hat{h}_\ell,
\]

where

\[
J_\ell \triangleq J - \alpha^2 P_c \hat{h}_\ell^H D_\ell \hat{h}_\ell^H D_\ell^H.
\]

Proof. The proof is in Appendix II.

**A. Computing the Average SINR**

If the \( N_r \) antennas at the BS are sufficiently spaced apart, we can assume that the generic correlation matrix \( C_k \) is diagonal, i.e. \( C_k = I_{N_r} \), and, as a consequence \( D_k = d_k I_{N_r} \), \( R_k = \)
where (13) becomes

\[ \gamma_{\ell}(G_{\ell}, \hat{H}) = v_{\ell}^H \left( \sum_{k \neq \ell} v_k v_k^H + \beta I_{N_r} \right)^{-1} v_{\ell}, \]  

(12)

where \( \beta \triangleq \sum_{k=1}^{K} \alpha_k^2 P_k q_k + \sigma_d^2 \). The average SINR for user \( \ell \) is computed as

\[ \bar{\gamma}_{\ell} = E_{v_{\ell},k=1...K} \left\{ v_{\ell}^H \left( \sum_{k=1,k \neq \ell}^{K} v_k v_k^H + \beta I_{N_r} \right)^{-1} v_{\ell} \right\}, \]  

(13)

To solve (13), we first introduce the normal Hermitian matrix \( Y_{\ell} \triangleq \sum_{k=1}^{K} v_k v_k^H \), which can be spectrally decomposed as \( Y_{\ell} = U_{\ell}^H \Lambda_{\ell} U_{\ell} \), and then define \( y_{\ell} = U_{\ell}^H v_{\ell} \). Accordingly, (13) becomes

\[ \bar{\gamma}_{\ell} = E_{y_{\ell},i=1...N_r} \left\{ y_{\ell}^H (\Lambda_{\ell} + \beta I_{N_r})^{-1} U_{\ell} U_{\ell}^H y_{\ell} \right\} = E_{y_{\ell},i=1...N_r} \left\{ \sum_{i=1}^{N_r} |y_{\ell,i}|^2 \lambda_i + \beta \right\}, \]

where \( y_{\ell,i} \) is \( i \)-th element of the vector \( y_{\ell} \) and \( \lambda_i \) is the \( i \)-th eigenvalue of \( Y_{\ell} \).

Due to the fact that \( U \) is unitary, \( y_{\ell} \) has the same distribution as \( v_{\ell} \), so that is \( y_{\ell} \sim \mathcal{CN}(0, \sigma_{v,k}^2 I_{N_r}) \) and \( E_{y_{\ell}} \{ |y_{\ell,i}|^2 \} = \sigma_{v,k}^2 \). Moreover, since the interference matrix \( Y_{\ell} \) is independent of \( \hat{H}_{\ell} \), \( y_{\ell} \) is independent of the eigenvalues \( \lambda_i \) and hence

\[ \bar{\gamma}_{\ell} = \alpha^2 P_d \ell \cdot E_{\lambda_i,i=1...N_r} \left( \sum_{i=1}^{N_r} \frac{1}{\lambda_i + \beta} \right). \]

(14)

To manage the complexity of this approach, we utilize results from random matrix theory (RMT) and, in particular, we make the assumption that \( N_r, \ell \to \infty \), with \( K/N_r \) fixed. We can now state our main result regarding the asymptotic average SINR of the MU-MIMO system as a function of the transmit power when a total power budget per user is imposed:

**Theorem 3.** The asymptotic average SINR of the tagged user-\( \ell \), denoted by \( \bar{\gamma}_{\ell} \), satisfies the following relations:

\[ \sum_{k=1}^{K} \alpha_k^2 P_k q_k + \sigma_d^2 = \frac{N_r \alpha^2 P_d \ell}{\bar{\gamma}_{\ell}} - \sum_{k=1,k \neq \ell}^{K} \frac{\alpha_k^2 P_k d_k}{\bar{\gamma}_{\ell} + 1 + \frac{\alpha_k^2 P_k d_k}{\sigma_d^2}}. \]

(15)

**Proof.** The proof is in Appendix III.

V. NUMERICAL RESULTS AND CONCLUDING REMARKS

In this section, we consider a single cell of a MU-MIMO system with \( N_r = 16 \) antennas, in which the BS serves \( K = 10, 13 \) and 16 mobile stations, with a power budget of \( P_{\text{tot}} = 250 \) mW each.

We set \( F = 12 \) subcarriers and \( \tau_p = 2 \), i.e., the resources allocated to pilot transmission are approximately 16% of the coherence budget. Note that in order to create a higher number of orthogonal pilot sequences, multiple slots within the coherence time of the channel may be used for channel estimation [6]. We assume the same noise power \( \sigma^2 = \sigma_0^2 = \sigma_d^2 \) for pilot and data symbols, and the same path loss for all users, with a maximum available SNR \( \alpha_{\text{max}} = \alpha^2 P_{\text{tot}}/\sigma^2 = 20 \) dB, computed as all the available power were transmitted over a single subcarrier.

Fig. 1 compares the average SINR of the proposed receiver, obtained via simulations and solving (15), with the SINR obtained for the naive receiver. The naive receiver can be derived from (7) when \( \mathbf{D}_k = \mathbf{I}_{N_r} \) and \( \mathbf{Q}_k = \mathbf{0} \). Notice that the naive receiver can be seen as the linear receiver counterpart of the mismatched receiver studied in [3]. The curves show that the analytical approximation (15) fits very well the simulation results, and that the proposed MMSE receiver that takes into consideration estimation errors outperforms the naive receiver.
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APPENDIX I: PROOF OF PROPOSITION 1

Notice that (6) can be written in the quadratic form of:

\[
\text{MSE}(G_{\ell}, \hat{H}) = E_{\hat{H}}[\text{MSE}(G_{\ell}, H)]
\]

\[
= 1 - \frac{G_{\ell}(\alpha \ell \sqrt{P_d} \mathbf{D}_k \mathbf{h}_k - \alpha \ell \sqrt{P_d} \mathbf{h}_k^H \mathbf{D}_k^H G_{\ell}^H \times B)}{B}
\]

\[
+ G_{\ell} \left( \sum_{k=1}^{K} \alpha_k^2 P_k \left( \mathbf{D}_k \mathbf{h}_k \mathbf{h}_k^H \mathbf{D}_k^H + \mathbf{Q}_k \right) + \sigma_d^2 \mathbf{I}_{N_r} \right) G_{\ell}^H
\]

whose solution is \( x^* = B^H J_{\ell}^{-1} \), which gives \( G_{\ell}^* \).

APPENDIX II: PROOF OF LEMMA 2

From (10), the SINR is expressed as:

\[ \gamma(G_{\ell}, \hat{H}) = \frac{\alpha^2 P_d |G_{\ell} \mathbf{D}_k \mathbf{h}_k|^2}{\sum_{k \neq \ell} \alpha_k^2 P_k |G_{\ell} \mathbf{D}_k \mathbf{h}_k|^2 + \sum_{k} \alpha_k^2 P_k G_{\ell} \mathbf{Q}_k G_{\ell}^H + \sigma_d^2 G_{\ell}^H G_{\ell}} \]

\[ = \frac{G_{\ell}(J_{\ell} - J_{\ell}) G_{\ell}^H}{G_{\ell} J_{\ell} G_{\ell}^H}. \]
Substituting $G^*_t = \alpha_t \sqrt{P_t} \hat{h}_t^H D_t^H J^{-1}$, we obtain:

$$
\gamma(G_t^*, \hat{H}) = \frac{\hat{h}_t^H D_t^H J^{-1}(J - J_t) J^{-1} D_t \hat{h}_t}{\hat{h}_t^H D_t^H J^{-1} J^2 J^{-1} D_t \hat{h}_t} = \frac{\alpha_t^2 P_t \hat{h}_t^H D_t^H J^{-1} D_t \hat{h}_t}{\hat{h}_t^H D_t^H J^{-1} D_t \hat{h}_t} \left( J - \alpha_t^2 P_t \hat{h}_t^H D_t^H \hat{h}_t^H J^{-1} D_t \hat{h}_t \right) J^{-1} D_t \hat{h}_t = \frac{\alpha_t^2 P_t \hat{h}_t^H D_t^H J^{-1} D_t \hat{h}_t}{1 - \alpha_t^2 P_t \hat{h}_t^H D_t^H J^{-1} D_t \hat{h}_t}.
$$

(16)

Applying the Woodbury matrix identity gives the lemma.

APPENDIX III: PROOF OF THEOREM 3

From equations (13) and (14) of [12] we have that:

$$
E_{\lambda, i=1...N_r} \left\{ \sum_{k=1}^{N_r} \frac{1}{\lambda_i + \beta} \right\} = N_r E_{\lambda} \left\{ \frac{1}{\lambda + \beta} \right\},
$$

(17)

where $\lambda$ is a random eigenvalue (spectrum) of $Y_t$. According to [13], to compute $E_{\lambda} \left\{ \frac{1}{\lambda + \beta} \right\}$, the Stieltjes transform according to:

$$
G(s) \triangleq \int \frac{1}{x - s} dP(x)
$$

(18)

can be used, since the Stieltjes transform of the distribution of $\lambda$ at $s = -\beta$ is:

$$
G(-\beta) = \int \frac{1}{\lambda + \beta} dP(\lambda) = E_{\lambda} \left\{ \frac{1}{\lambda + \beta} \right\} = \frac{\bar{\gamma}}{N_r \alpha_t^2 P_t d_t}
$$

(19)

For matrices like $Y_t = \sum_{k \neq \ell} v_k v_k^H$ with $v_k \sim \mathcal{CN}(0, \sigma_k^2 I_{N_r})$, the relationship between the R-transform and the G-transform [13] can be expressed as:

$$
G \left( R(-w) - \frac{1}{w} \right) = w
$$

(20)

In addition, under the assumption $N_r \to \infty$, we have that the family of matrices $v_k v_k^H$ is almost surely asymptotically free [13]. Accordingly, we can exploit the important result that the R-transform of the sum of random matrices belonging to a set of a free family is given by the sum of their individual R-transforms, where the R-transform of $v_k v_k^H$ is $R_k(w) = \frac{\alpha_k^2 P_k d_k}{1 - N_r \sigma_k^2 w}$ [13]. Hence, we get:

$$
R(w) = R_{Y_t}(w) = \sum_{k=1}^{K} R_k(w) = \sum_{k=1}^{K} \frac{\alpha_k^2 P_k d_k}{1 - N_r \sigma_k^2 w}.
$$

(21)

Substituting (21) into (20) we have:

$$
G \left( \sum_{k=1, k \neq \ell}^{K} \frac{\alpha_k^2 P_k d_k}{1 + N_r \sigma_k^2 w} - \frac{1}{w} \right) = w.
$$

(22)

Comparing the RHS of (19) and (22) we have $w = \frac{\bar{\gamma}}{N_r \alpha_t^2 P_t d_t}$, from which $\bar{\gamma}$ is the solution of the equation:

$$
\beta = \sum_{k=1}^{K} \alpha_k^2 P_k q_k + \sigma_k^2
$$

$$
\beta = \sum_{k=1, k \neq \ell}^{K} \frac{\alpha_k^2 P_k d_k}{1 + N_r \sigma_k^2 w} \bigg|_{w=\frac{\bar{\gamma}}{N_r \alpha_t^2 P_t d_t}},
$$

which is equivalent with (15).
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