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Abstract

PLANET is an integrated software package aiding several steps of the transmis-
sion network planning, as well as the traffic simulation. The database of PLANET
consists of the structural and the cost models of the transmission systems, the
topological alternatives, the circuit routing and grouping rules, etc. The topo-
logical and transmission plans of the networks are obtained based on the traffic
planning results checked by simulation and they are stored systematically with the
input data in the database of plans. The results describe the network topology, the
circuit routes meeting different kinds of routing conditions, the grouping solutions
and the equipment assignments to the circuit demands of different services. The
users of PLANET are provided with lists and graphical documentation that can
be directly used in the development of the network. The global structure of the
software package as well as the algorithms of specific phases are discussed and the
results obtained by the application of PLANET are demonstrated.

*The development of PLANET was supported in part by the National Committee for Technological
Development under the project G1-21-180/1990.



[. INTRODUCTION

The preliminary steps towards the establishment of PLANET were taken about 15-
20 years ago, when the first traffic planning packages were developed at the research
institute of the Hungarian PTT ([1]-[2]). The Technical University of Budapest (TUB)
joined these activities in 1979. The first program packages developed at TUB aimed at
solving the long-term topological planning issues ([5]) and they were based on Minoux’s
results ([3]-[4]).

Since 1986 the digitalization of the Hungarian transmission network has been carried
out and the Institute of Communication Electronics of TUB has taken an active part in
the determination of the digital target network.

After this common experience the development of PLANET (PLAnning of commu-
nication NETworks) was started in 1989 and it has been applied in network planning
at the PKI Telecommunication Development Institute of Hungarian Telecom Company
(PKI-TDI) since 1991.

The rest of the paper is organized as follows. In Section IT the basic planning objec-
tives and the requirements of software development are summarized. The architecture
of PLANET is introduced from the user’s point of view in Section III. In the following
two sections the basic planning phases (topological optimization and circuit routing in
Section IV and grouping and equipment assignment in Section V') are discussed in de-
tails. In Section VI the main planning processes are introduced, in Section VII some
applications of PLANET are mentioned. Finally in Section VIII and IX the ongoing

developments are listed and the paper is concluded.



II. PLANNING OBJECTIVES

The objective of the transmission network planning phase is to find the optimal network
development taking into account the increase and changing of the circuit demand, the
available transmission media and equipment in the given time and in the future, as well
as the technical and geographical constraints. This planning aim requires a long-term
vision of the network and the determination of a development scenario at the same time.

The aim of PLANET is to assist the planners of interurban and metropolitan area
trunk networks in this planning process where the long-term, medium-term and short-
term planning steps compose consecutive and consistent activities.

The long-term (10-15 year) plans basically determine the target network and define
strategic plans considering the actual planning issues (digitalization, introduction and
deployment of SDH, etc.). The medium-term (3-5 year) plans identify the steps towards
the target network while the short term (1-2 year) plans are directly applied to the
preparation of investments of the near future taking into account the actual technological
and financial opportunities and constraints.

The complexity of the network planning necessitates the partition of the planning
process even in the case of more powerful computer tools so the planning activities that
must be aided cover a great number of steps including the traffic planning, the topological
optimization, the circuit routing, the circuit grouping and the equipment assignment as
well as the documentation of the planning results.

The basic requirement determining the development of PLANET has been the re-
alization of the whole planning process in an integrated frame which makes possible to
improve the planning and analysis tools in a step by step manner.

The opportunities in Hungary in the 80s and the possible application of PLANET

at PKI-TDI have led to the PC-based implementation of the software package.



The planning process includes not only a series of consecutive planning steps, but in
order to evaluate different scenarios it must provide the planner with a great number of
results corresponding to different conditions and solutions of the given planning issues or
steps. A consequence of this planning feature is that the handling of the different planning
alternatives and the great number of planning steps, as well as the presentation of results
and planning conditions involves a lot of programs, files, numerical and graphical results
which must be handled in all phases of the planning process. In order to rid the planner
of the computer application questions the menu-driven, window-based and hidden file

access software realization has been decided.

III. THE ARCHITECTURE OF PLANET

In order to fulfill the above requirements PLANET consists of five major elements.
These elements can be identified as database, planbase, network modelling, transmission
planning and network analysis functions. The connections among them are visualized in
Figure 1. Three different components must be distinguished concerning the PLANET
architecture. The first one is the central role of the modeling, the second one is the
information organized into two groups of data describing the planning inputs and results,

and finally, the third one is the activities of user divided into planning and analysis works.

A. Database

The database comprises the data that are used for the construction of several network

models. The database is formed by the following types of data:

equipment type and data,

cost, models of transmission lines,

node (demand termination and transmission points) data,

topology,



- grouping levels, grouping rules,

- routing rules.

The database allows the user to define inputs that can be generally used in several
planning steps. Naturally, the PLANET frame helps the adequate application of the
different input data in every planning and analysis phase. The correct choice of database
elements is assured by special parameters as technology (e.g.: analog, digital, mixed) and

application field (e.g.: Budapest, interurban) associated with each database elements.

B. Planbase

The planbase defines a plan hierarchy of three levels: plangroups, plans and plan versions.
The plangroups refer to the type of plans as ”interurban”, " Budapest”, etc., so the inputs
of a plangroup can be chosen only from a given part of the database. The plans are based
on the same node lists in order to avoid the confusion of the input data of different origin,
so the plans can be used for the investigation of the possible scenarios. Finally, the plan
versions comprise the inputs and results of different studies of the same planning problem
with similar input data.

In the planbase this hierarchy and the new elements of this hierarchy are stored
without the user’s interaction, since because of the hidden files the users can access them
only through properly defined interfaces. The textual and graphical documentation of
every plangroup, plan or plan version can be produced independently from the planning

process.

C. Traffic data preparation

In the recent version of PLANET the traffic planning step is carried out by other program
packages which are not implemented within the frame of PLANET. However, the results

of these activities are introduced into the PLANET planbase, the circuit demands of



different services are taken into account as fix values in different units (e.g. 2Mbps,
34Mbps). During the traffic data preparation the combined circuit deman is determined,
and the further topological and transmission planning steps are based on these input

data.

D. Transmission planning

The transmission planning phase comprises the topological planning, the routing, the
grouping and the equipment assignment steps. The input data of these steps are the
circuit demands generated by the traffic planning phase, the geographical constraints
(rivers, mountains, etc.) given by the possible edges of the network, the cost models of
the nodes and the (optical and microwave) transmission lines, the routing rules (security
requirements) for every demand class (telephone, data, etc.) and the grouping rules.
The results provided by this phase are the network topology, the routes of the circuits,
the grouping (multiplexing) of circuits and the assignment of equipment to the demands.

All the results can be obtained in a textual and graphical form.

E. Network analysis

According to the principal functions of PLANET there are planning utilities which make
it possible for the user to check the results of each planning step. This analysis part is
composed of the traffic plan evaluation (simulation and analytical methods) and of the
reliability qualification.

Up to now only the traffic simulation tool has been implemented in the frame of
PLANET, although there are existing programs for reliability, dependability analysis of
transmission network and for traffic analysis. The first one is composed of the state space
generation of a truncated reliability model, for the calculation of reliability parameters

supposing the Markov property as well as for bounding network reliability parameters



(RELNET, [7]). The traffic analysis program calculates the traffic loss of the hierarchical
traffic routing system.

The simulation part of PLANET is based on OMNET (Objective Modular Network
Testbed), a general purpose object oriented modular structured simulation testbed ([8]).
Using this simulation tool, performance parameters can be obtained for the networks

with hierarchical traffic routing and the traffic properties of exchanges can be analyzed.

IV. TOPOLOGICAL OPTIMIZATION AND CIRCUIT ROUTING

A. Basic network model

There are different models applied in the different phases of PLANET. Here only the
common principles of these models are summarized.

For the present application of PLANET the telecommunication network is modeled
by a simple undirected graph where only one edge exists between every node pair.

The edges of the graph correspond to the links of the network. Four elements of
the cost model are taken into account for each edge (see [3]-[5]); the fix, the length-
dependent, the capacity-dependent and the cost- and capacity-dependent components of
the cost function. Both the length and the capacity dependencies are calculated in linear
manner.

The nodes of the graph correspond to the transmission demand endpoints (more than
one is allowed on one site), the connection points (the demand endpoints are connected
to the network via these points) and the topological points.

The demand endpoints represent the terminals of the different kinds of services.

The connection points play a multiple role in the network modeling since they

- generalize the simple graph assumption since in this manner the optical and mi-

crowave links can be modeled between any given node pair,



- make possible to share the costs associated with the nodes and links in the topolog-
ical optimization phase and so the planner can investigate different cost-rates between
the optical and the microwave transmissions,

- provide opportunity to model the different multiplexing and demultiplexing levels
at the different nodes in the grouping step.

The application of connection points in the modeling of nodes and links in PLANET
is depicted in Figure 2, where node 1 represents a demand termination point with its
optical and microwave connection points, and node 2 shows the role of a topological point.
The placements of multiplex and line terminating equipment demonstrate the allowable
grouping condition, where the higher level transitions can eliminate the unnecessary
equipment.

The topological points represent the cross-points of links where no demand termina-

tion and no transmission equipment exist.

B. Topological optimization

The objective of the topological planning phase within the whole planning process is
to find the cost-optimal structure of the network fulfilling the circuit demand require-
ments and taking into account the technological opportunities as well as the technical
(reliability, etc.) and geographical constraints.

The implemented method is based on Minoux’s edge elimination technique [(3)-(4)],
in which different cost parameters are taken into consideration. For this purpose there
is no meaning of the distinction of the different demand termination points in one site
so these points are merged into a single one with combined demand.

The topological planning phase implemented in PLANET can be divided into steps,
namely:

- the initial graph generation,



- the preprocessing of the graph considering unirouting requirements (i.e. only one
route is required between two demand termination points),

- the optimization core with unirouting,

- the postoptimization of the above result,

- the addition of edges in order to fulfill multirouting requirements.

In principle, the preprocessing algorithm starts from a complete graph. In practice,
the significant part of edges must be missing from the graph because of the topological
and the technical constraints. The method of generation of the initial graph is based on
the partition of the nodes into subsets, which handles the topological and the techno-
logical conditions (e.g. the latter means that the optical and microwave connection and
topological points can be connected only to the other points of the same type).

All subgraphs defined by the given subset of nodes form a complete subgraph gener-
ated automatically by PLANET. The connection among the subgraphs can be obtained
by defining nodes belonging to more than one subsets, by the automatic introduction
of edges in a given site (among the demand endpoints and the connection nodes), and
there are manual opportunities for the addition or removal of edges between any node
pairs, as well. Using this technique, the generation of the initial graph is very flexible,
every topological and technical aspect can be handled, and the number of edges can be
significantly reduced.

In order to find the cost-optimal solution, the elimination of the edges from the initial
graph is performed by three algorithms, namely the preprocessing, the optimization and
the postoptimization. In the implemented version the routing rule for all of them is
unirouting.

In the preprocessing step the less economical edges are eliminated from the initial
graph using a simple and quick heuristic method. The saving is calculated individually

for each edge from the estimated maximum capacity in a supposed optimal solution and



from the cost of the shortest roundabout route of the given edge (see [3]).

The optimization core is a step-by-step edge elimination algorithm based on a one-
level deep, greedy implementation of a branch and bound solution ([3]). The lower
bound of the saving is calculated for each edge supposing that it is removed. The edge
for which the saving is maximum is eliminated and the new routes are determined after
every elimination. The procedure stops when the maximum of the lower bounds is
not positive or the demands can not be routed. At the successive steps the number of
investigated edges and the number of calculated rooted minimal trees are reduced by
using the previous information (saving, changing of demands realized on the edge).

The post optimization is similar to the optimization core, but it is based on the exact
calculation of saving after the removal of every edge. The gain in cost is usually not
too significant, but the number of edges can be a little decreased. This step can be
also speeded up by taking into account the previous information about the edges to be
investigated.

The three optimization steps can be compared from two points of view. Considering
the speed of the algorithms the basic element of them is the generation of rooted minimal
trees. This step must be performed only once in the whole preprocessing step in order to
determine the unirouting of demands; once after every edge removal in the optimization
core in order to update the minimal routing; and once for each edge in every elimination
cycle in the postoptimization step in order to determine the impact of the investigated
edge on the network cost.

The other aspect of evaluating of the steps can be defined as the removing effect
of them. The experiences for both the Hungarian backbone and Budapest networks
were similar, since in order to obtain useful results, the initial graphs were generated
with about ten times more edges than the supposed resulting one, the parameters of

the preprocessing step were defined to make possible the elimination of about 70% of
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the edges, the optimization core reduced the number of edges with about 20% and the
postoptimization can drop out about 1% of the original number of edges.

After finding the (sub)optimal graph with an unirouting assumption, the further
objective of topological planning is to increase the connectivity of the graph in order
to fulfill the security requirements. The usual security techniques (diversed routing,
stand-by network) need at least double connectivity for the demand termination points.

Since the extension of the topology optimization for multirouting increased the run-
ning time very significantly, and usually the quite trivial introduction of few edges could
result in a graph of high enough connectivity, in PLANET an interactive method has
been implemented. The applied method allows the user to check the fulfillment of the
defined connectivity for all node pairs and to add and delete edges with graphical user
interface where it is necessary. The graphical interface can be applied during the whole

planning process in order to display the actual resulting graph, as well.

C. Routing

After the determination of the network topology the optimal routing of circuits is derived
according to the routing rules associated to the connection points of every pair of demand
endpoints.

The routing rules define the number of necessary edge or node disjoint paths, as well
as the sharing of the demand among the paths.

In the recent version of PLANET there can be different routing rules for the the
demands of different services and the user can also introduce special requirements for
the individual demands. The minimal uni- or multiroutes are determined without edge
capacity constraints, but there are also further opportunities for the interactive modifi-

cation of the previously obtained routes.
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V. GROUPING AND ASSIGNMENT

The results of the optimization of the network structure and the routing of circuit de-
mands are fixed for a longer period and this planning phase is followed by the more

detailed description of the shorter time network plan.

A. Grouping

The first step of the detailed transmission planning phase is the grouping of circuit
demands. The objective of this step is defined as the determination of the optimal
multiplexing and demultiplexing solution of circuit demands at the nodes of the network.

The optimum of grouping can be identified in some cases in the total cost of the
network, the total cost of the transmission systems, the reliability of the routing via the
transmission systems.

The input of grouping is the given routing of circuits via the links of the network.
The routing which was determined in the topological planning phase is fixed during this
planning step.

The demands of different services can be handled in different units corresponding to
the hierarchy of the module levels of the transmission systems.

The multiplexing capabilities are given for each node in the form of the allowed mini-
mum and maximum module level. The introduction of connection points in the demand
termination sites can be utilized very efficiently in this phase since these additional points
make possible to model the multiplexing-demultiplexing activities partly associated to
the links (between two connection points) or partly associated to the nodes (between a
connection point and a demand endpoint or between the two - optical and microwave -
connection points of the given node).

Considering the circuit demands and the possible node module levels the grouping

12



optimization is carried out from the lowest to the highest module level (e.g. from the
first to the fourth module level in PDH networks), subsequently. In every level there are
different opening and closing thresholds of a module.

Two basic approaches are used for the heuristic optimization of circuit grouping. The
first one is formed for the fast and simple solution of this task. In this case only two
possible forms of realization can be generated for a given circuit demand:

- if the demands between a node pair are greater than the opening threshold of the
given module level, the demands are grouped together and they are routed between the
two nodes without demultiplexing (end-to-end grouping),

- if the demands are not great enough, they are demultiplexed and multiplexed in
every nodes between the two terminals where the minimum module level allows the

demultiplexing (section-by-section grouping).

The other solution is a more complicated free optimization of the grouping. In this
case the handling of great demands starts similarly to the former one. However, if the
demand is not great enough, then the optimization of inserting a single multiplexing-
demultiplexing point is initialized taking into account the realizing possibilities. In this
case at every module level the longer demands are investigated first. The optimal point
is decided by the length in term of sections, by the size of the bundle or both, by the
minimal module level of the nodes between the two terminals, or by other priority rules.
This procedure is rather time consuming but the amount of multiplex equipment can be
significantly decreased in networks of real size.

In both grouping versions there is a further opportunity in PLANET for a postop-
timization step to eliminate the unnecessary demultiplexing and multiplexing points of
demands.

As a result of this optimization, module routes are generated at every level. The

graphical documentation of the highest level relations is one of the interesting features
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of PLANET as it is demonstrated in Figure 4. In the drawing the boxes represent the
nodes of the network where the connection points and the demand termination points
of a given node are merged into a single box. The lines ending in a box correspond to
the unmultiplexed fourth level bundles while the lines crossing the boxes describe the
cross-connected systems.

The speciality of the documentation is the semi-automatic generation of this drawing
based on the grouping results. The only manual activity required from the user is the
modification of the placement of the boxes in order to improve the view of the AutoCad

figure.

B. Equipment assignment

The objective of the assignment step is to define the detailed payload of each equipment.
Each demand can enter a transmission system at the demand unit (e.g. 2, 8, 34, or
140 Mbps). In the recent version of PLANET the assignment is determined with the
constraints of the grouping solution, but there are possibilities for finding other solutions
(e.g. considering reliability aspects). In the latter case the number of equipment can
increase and the result can be considered as a refined network dimensioning.

In this step the demand assignment, the cross-connect functions and the graphical
documentation are determined. The result of this planning phase is demonstrated in
Figure 5, where the terminal and transit demands of a given equipment can be realized

on the different module levels.

VI. PLANNING PROCESSES

As it was mentioned in the previous sections, three main planning activities considering
the perspective of planning can be distinguished, namely:

- long-term planning,
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- medium-term planning,

- short-term planning.

In the following these three planning processes are discussed in details. The main
objectives, the input data, the planning activities and the planning results to be obtained

are summarized, respectively.

A. Long-term planning with PLANET

The aim of the long-term planning process is to determine the optimal network structure.
The usual role of the long-term planning in the whole planning process is identified as
the choice of a target network for the end of a technological development period.

An important consequence derived from the objective of this planning process is the
uncertainty of the input data since for a longer period both the service demands as well
as the technological and cost parameters of network development can be foreseen only
very roughly. Thus in practice, the real aim of the long-term planning can never be the
construction of a cost-optimal network, but it must assist in studying a great number of
development scenarios and obtaining as flexible target network structure as possible.

The input data needed by long-term planning are the nodes (demand endpoints,
topological points), the technical and geographical constraints facing the formation of
topology, the traffic demand versions of different kinds of services, the security require-
ments, the technical and cost characteristics of potential equipment.

The steps that must be carried out are determined by the objectives and the possibil-
ities, i.e. these planning steps are basically focused on the topological optimization. The
elements of the long-term planning process are shown in Figure 6. The first two blocks
cover the topological optimization steps described in Section IV. In the third block the
simplest version of grouping is applied in order to obtain approximate equipment combi-

nations and costs, while the fourth one is established for the evaluation and comparison
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of the plan versions from some points of view (e.g. cost, reliability, robustness, flexibility,
etc.).

The results of the long-term planning basically appear in the form of the topology of
the flexible target network with approximate edge capacities and with the main equip-
ment allocation solution. Naturally, the target network can never be considered as an
existing future network to be realized at the given planning date, its basic function is
the structural orientation for the shorter time developments.

The elements of PLANET provide efficient support in the long term planning. The
database and the planbase help the user to build up different visions of the network while
the planning and the analysis parts assist the topological optimization, the simplified
grouping method makes possible the determination of the approximate cost of the target
network, where the results can be mainly used for the comparison of different alternatives

and not for the determination of the real amount of the necessary investment.

B. Medium-term planning with PLANET

The medium-term planning is subject to the determination of plans for maximum 5
years. For this period existing and new service demands, technological possibilities and
constraints, as well as financial (state and/or company) possibilities are quite well known,
and differing from the target network planning, the impact of the existing network on
the possible solution is very significant.

The medium-term planning process needs demands, security requirements for the
planning period, technical and cost data of equipment to be implemented, target network
structure from the long-term planning and detailed description of the existing network
(a result of an appropriate short-term planning), as input data.

The PLANET based medium-term planning process is carried out in two ways. If

the medium-term period is the first one of a new long-term period introducing new
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technology, the existing network is considered as the realized demands and the links with
the actual transmission capacities only. In this case an overlay network is determined
(e.g. SDH introduction). The planning process must handle the development of a parallel
network but since it is at a beginning phase, the new network can be planned similarly
to the long-term planning process. However having the target network the medium-term
planning process differs from the long-term one because in this case the emphasis is put
on the determination of edges to be realized in the medium-term period, as well as on the
detailed solution of routing, grouping and equipment assignment instead of the network
optimization.

If there is no change in the technology within a given medium-term planning period
the existing network will additionally describe the grouping (and implicitly the routing),
as well. (This has been the situation in the digital PDH network development lately.)
In this case the effective planning phase is preceded by a preprocessing step in which the
existing network topology can be supplemented with new links taking into consideration
the target network architecture in order to connect new demand endpoints or improve the
connectivity (if needed). The procedure according to which the medium term planning
is realized in the second case is depicted in Figure 7.

The circuit demands for the planning period are determined by the traffic planning
process and the usual task of the medium-term planning in this case is to realize the
increase of demands. Sometimes the evolution of the existing network towards the target
one needs the modification of existing demand realizations. These demands should be
rerouted with the new demands according to the new requirements.

The routing process of medium-term planning is based on the routing module of
PLANET (described in part IV.C), but it takes into account the existing free transmis-
sion capacities of the links. In case of saturation (when the free capacity is less than

the demand to be routed) investments are allowed (with increased linear cost) or the
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saturated edge can be excluded from the further routing, optionally. At the end of this
planning process the solutions of grouping is also carried out. The grouping process is
based on the grouping module of PLANET, but takes into account the existing multiplex
structure and tries to fill the existing free bundles before opening a new one. The equip-
ment assignment is processed in order to refine network dimensioning and determine the
approximate network cost.

The final decisions in the medium-term planning are based on the evaluation and
comparisons of different planning alternatives. The result describes the optimal evolu-
tion of the network, the implementation of new edges, equipment, demands, and the

modification of the realization and utilization of the existing demands and equipment.

C. Short-term planning with PLANET

The short-term planning is the preparation of the investments for the near future taking
into account the actual financial and technological constraints. As far as the long-term
and the medium-term planning steps optimize the network from different aspects the
short-term planning only gives the dimensions of the network and provides huge and
detailed documentation for the installation. A series of the short-term plans is a year-
by-year decomposition of an optimal medium-term plan. The elements of the short-term
planning process are shown in Figure 8.

The input data of the short-term planning include demands for the planning year, cost
and equipment data, the detailed description of the existing network (demands, capac-
ities, detailed equipment assignment), the evolution and multiplexing policy according
to the optimal medium-term plan.

The planning parameters for the grouping originate from the grouping policy opti-
mized in the medium-term planning. At the end of the short-term planning the detailed

payload of each equipment is determined with the help of the equipment assignment

18



module of PLANET.

VII. APPLICATIONS OF PLANET

As it was mentioned the development of PLANET was started in 1989. Since 1991 it
has been used in PKI-TDI and it has been continuously developed. At the moment the
PLANET system consists of more than 27 Mbytes of 200 executable programs and about
10 Mbytes of more than 800 Pascal, C and Assembler source files.

The applications of PLANET cover a wide range of planning activities at PKI-TDI.

Here only the most important examples are summarized.

A. Hungarian digital backbone network

During the last few years PLANET has been applied many times in the planning of the
digital backbone network. Long-term plans for 2000, medium-term plans for 1996 and
short term plans for 1993, 1994 have been developed together with about 50 versions.

The topological optimization, the node-disjoint multirouting, the two basic grouping
policies and the equipment assignment method as well as the automatic documentation
tools have been applied.

The network consists of 56 switching nodes (9 secondery and 47 primary points),
and about 100 optical and microwave links. The results are illustrated in Figure 3 and
5, where the long-term network topology and the short term equipment assignment are

depicted.

B. Budapest trunk network

There have been similar investigations relating to the Budapest network development.

The investigated networks can be characterized by 27 exchanges and about 50 further
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topological points, with about 120 optical and microwave links. The defined node models
help the planners to study different grouping versions. Long term plans for 2000 and
medium-term plans for 1994-96 have been obtained with about 20 plan versions.

The investigations resulted in the digital target topology, as well as the routing and
grouping solutions. Up to now, the equipment assignment method was not applied for
the Budapest trunk network. The target network topology and a part of the medium
term grouping solution are demonstrated in Figure 9 and 4.

Besides the transmission plans, a detailed traffic simulation study of the Budapest
network has been also carried out. The network includes (logically one, physically two)
tandem, interurban and international exchanges with hierarchical alternate routing from
the point of view of traffic.

The question for the traffic simulation has been established as the study of very
intensive development from 20 to 40 switching exchanges where digital ones with full
accessibility and crossbar ones (ARF 102) with limited accessibility exist, and they have
to be taken into consideration in the near future, too. The integrated simulation tools
have provided possibility to verify the traffic plans in two levels (]9]):

- simulation of outgoing traffic of ARF 102 switching centre,

- traffic simulation of network with hierarchical, alternate routing.

Using this element of PLANET, users have been able to obtain results not only for
the network level, but for evaluation of the effect of the grading in the crossbar exchanges

in real network environment, as well.

VIII. ONGOING DEVELOPMENTS - SDH NETWORK PLANNING

As it was mentioned PLANET forms not only a closed software tool for the actual net-

work planning activities but it means a frame for future developments, as well. The
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major part of the ongoing developments concerns the SDH (Synchronous Digital Hier-
archy) network planning.

New blocks of PLANET are being developed to help planning and dimensioning
ADM (Add-Drop Multiplexer) based self-healing rings (on equipment level). The mod-
ule includes two dimensioning methods. A draft one is based on the circuit routing
on different kinds of self-healing rings (unidirectional, bidirectional), and an integrated
routing-grouping process for detailed dimensioning. This process can provide detailed
payload of ADM ports processing the equipment assignment, optionally.

The implemented routing and grouping modules of PLANET can be applied for
planning of DXC (Digital Cross-connect) based meshed networks without major mod-
ifications. A new block is under development for standby network planning, DXC di-
mensioning and equipment assignment will complete the planning tools aiming at DXC
based meshed networks.

The new modules are developed and implemented according to two new planning
processes. An SDH target network optimization process can be established with the help
of a hierarchical SDH network description, where graphical user interface and the basic
SDH network structure dimensioning methods can be applied. Due to the complexity
of the problem no direct structure optimization is implemented, only the evaluation and
comparison of user defined structures are planned to be available.

A mixed PDH-SDH (PDH: Plesiochronous Digital Hierarchy) network planning pro-
cess is also being implemented to evaluate introduction strategies. This planning process
combines the elements of SDH target network evaluation and the PDH medium-term
planning processes.

Some basic SDH planning methods were implemented in 1992, and have been applied
in the investigation of the SDH target network architecture and mixed PDH-SDH network

planning in Budapest. The investigated network can be characterized with 41 exchanges
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on 30 sites with two tandem, interurban and international exchanges. In the successful
application several network structures were evaluated in a wide range of circuit demands
from 4450 to 11167 2 Mbps units. Taking into consideration technical, economical and
evolutional aspects a two-level hierarchical network structure was found as an optimum
(see Figure 10). There are five ADM based rings with double homing on the lower level,
(four nodes in two different rings without DXC capabilities for ring capacity reasons)
and a DXC based full mesh with four nodes on the higher level. The experiences of the
application have provided useful information of how the SDH network planning modules
and processes can be improved this year. The integration of the SDH planning modules

and processes into the PLANET frame is in progress.

IX. CONCLUSIONS

PLANET is a software tool for the computer aided planning of telecommunication net-
works, and it is introduced in the everyday planning activity of the PKI Telecommuni-
cation Development Institute of Hungarian Telecom Company.

Up to now, the application of PLANET have forced to use a more precise model
generation than the earlier manual solutions, and PLANET assists the user in obtaining
a couple of results within a very short time (hours) after modeling a new problem.

However, PLANET can be considered not only as an existing planning tool, but as
a frame for the realization of new planning phases and methods, as well. Some further
blocks under preparation are as follows:

- network reliability analysis (RELNET),

- SDH network planning,

- traffic analysis and network simulation with nonhierarchical traffic routing.

Finally, it can be mentioned that the implementation of PLANET on workstations
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has been also prepared in order to build up a more powerful tool for the actual planning

problems with more precise models and for the new planning issues, as well.

ACKNOWLEDMENTS

The authors would like to express their acknowledgment to Prof. Gy. Lajtha and Prof.
Gy. Sallai, who initialized the activities in network planning and computer aided network

planning in Hungary.

REFERENCES

[1] Gy. Sallai and al.: Traffic Planning of Telecommunication Networks (in Hungarian).
KOZDOK, 1980.

[2] Gy. Sallai, Z. Dely: Dimensioning Alternate Routing Networks with Overload Pro-
tection. Proceedings of the 11th International Tele traffic Congress, Kyoto, Japan, 1985.,
pp. 189 - 194.

[3] M. Minoux: Recherche de la configuration optimale...

Annales de Telécommunication 29. No 1-2, 1974. pp. 25-42.

[4] M. Minoux: Recherche de la configuration optimale...

Annales de Telécommunication 29. No 3-4, 1974. pp. 139-171.

[5] L. Jereb, Gy. Sallai, R. Fdldvéri, L. Osvdth, Gy. Pongor: A Procedure for Optimizing
Telecommunication Network Topology. Proceedings of the 7th Colloquium on Microwave
Communication. OMKDK - Technoinform, Budapest, 1982, pp. 126 - 129.

[6] Sallai Gy., Jakab T., Papp Z.: Performance/cost Optimization in Telecommunications
Network Planning. Proceedings of NETWORKS’89, Palma de Mallorca, Spain, 1989,

pp- 281-286.

23



[7] T. Jakab, L. Jereb, M. Telek: s/t Terminal Reliability Modeling and Analysis of
Communication Networks with Multistate, Dependent Links. Proceedings of NET-

WORKS’92, Kobe, Japan, 1992, pp. 265-270.

[8] Gy. Pongor: Objective Modular Network Testbed. 1993 SCS Western Multiconfer-
ence, MASCOTS’93, Jan. 1993., San Diego, California, USA. pp. 323-326.

[9] Mrs L. Konkoly, M. Telek: Traffic simulation today and tomorrow, Magyar Tévkozlés,

vol. IV, 1993. (4), pp. 29-36. (in Hungarian)

24



The architecture of PLANET
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Node end edge modeling with PLANET
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Figure 3.

The graphical result of the topological planning
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The graphical result of the grouping step
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The graphical result of the equipment assignment step
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The elements of the long term planning process
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The elements of the medium term planning process
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Long-term Budapest topology
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A possible architecture of the Budapest SDH network
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