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ABSTRACT

Analysis of Markov Reward Models (MRM) with pre-

emptive resume (prs) policy usually results in a double

transform expression, whose solution is based on the in-

verse transformations both in time and reward variable

domain. This paper discusses the case when the reward

rates can be either 0 or a positive value c. These systems

are called on-o� MRMs. We analyze the completion

time of on-o� MRMs and present a symbolic expression

of its moments, from which a computationally e�ective

recursive numerical method can be obtained. The mean

and the standard deviation of the completion time of

a Carnegie-Mellon multiprocessor system are evaluated

by the proposed method.

1 INTRODUCTION

The properties of stochastic reward processes have been

studied since a long time (McLean and Neuts, 1967;

Howard, 1971). However, only recently, stochastic re-

ward models (SRM) have received attention as a mod-

eling tool in performance and reliability evaluation. In-

deed, the possibility of associating a reward variable to

each structure state increases the descriptive power and

the exibility of the model. Di�erent interpretations of

the structure-state process and of the associated reward

structure give rise to various applications. Common as-

signments of the reward rates are: execution rates of

tasks in computing systems, number of active proces-

sors, throughput, etc.

To point out the reliability aspects, one of the most

important interpretations is the accumulation of the

stress of a real system in the di�erent states. Moreover,

the most important measures of the classical reliability

theory (Barlow and Proschan, 1975) can be viewed as

a particular case of SRM obtained by constraining the

reward rates to be binary variables.

�
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Kulkarni et al. (Kulkarni et al., 1986) derived the

closed form Laplace transform equations of the comple-

tion time for the case when the underlying stochastic

process Z(t), referred to as the structure state process,

is a Continuous Time Markov Chain (CTMC). We refer

to this case as Markov Reward Model (MRM).

Various numerical techniques have been investi-

gated in recent papers for the evaluation of the per-

formability: (Meyer, 1982; Iyer et al., 1986). In this

paper, we improve the results of (Begain et al., 1995)

and propose a computationally e�ective approach not

only to calculate the mean completion time of on-o�

MRMs, but to obtain its higher moments as well.

The paper is organized as follows. Section 2 pro-

vides the formal de�nition of SRMs, and introduces the

studied subset ofMRMs. In Section 3 the analysis of on-

o� MRMs is presented. Section 4 gives an application

of the proposed computational approach to the comple-

tion time analysis of a Carnegie-Mellon multiprocessor

system. The paper is concluded in Section 5.

2 STOCHASTIC REWARD MODELS

The adopted modeling framework consists of describing

the behaviour of the system con�guration in time by

means of a stochastic process, and by associating a non-

negative real constant to each state of the structure-

state process representing the e�ective working capacity

or performance level or cost or stress of the system in

that state. The variable associated to each structure-

state is called the reward rate (Howard, 1971).

Let the structure-state process Z(t) (t � 0) be a

(right continuous) stochastic process de�ned over a dis-

crete and �nite state space 
 of cardinality n. Let f be

a non-negative real-valued function de�ned as:

f [Z(t)] = r

i

� 0 ; if Z(t) = i (1)

f [Z(t)] represents the instantaneous reward rate asso-

ciated to state i.

De�nition 1 The accumulated reward B(t) is a

random variable which represents the accumulation of

reward in time:

B(t) =

Z

t

0

f [Z(� )]d� =

Z

t

0

r

Z(�)

d�:
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B(t) is a stochastic process that depends on Z(u)

for 0 � u � t. According to De�nition 1 this paper re-

stricts the attention to the class of models in which no

state transition can entail to a loss of the accumulated

reward. A SRM of this kind is called preemptive re-

sume (prs) model. The distribution of the accumulated

reward is de�ned as B(t; w) = PrfB(t) < wg .

The complementary question concerning the re-

ward accumulation of SRMs is the time needed to com-

plete a given (possibly random) work requirement (i.e.

the time to accumulate the required amount of reward).

De�nition 2 The completion time C is the random

variable representing the time to accumulate a reward

requirement equal to a random variable W :

C = min [t � 0 : B(t) = W ] :

C is the time instant at which the work accumu-

lated by the system reaches the value W for the �rst

time. Assume, in general, that W is a random vari-

able with distribution G(w) with support on (0; 1).

The degenerate case, in which W is deterministic and

the distribution G(w) becomes the unit step function

U (w�w

d

), can be considered as well. For a given sam-

ple of W = w, the completion time C(w) and its Cdf

C(t; w) are de�ned as:

C(w) = min [t � 0 : B(t) = w]

C(t; w) = Pr fC(w) � tg (2)

The completion time C is characterized by the following

distribution:

^

C(t) = Pr fC � tg =

Z

1

0

C(t; w) dG(w) (3)

The distribution of the completion time of a prs SRM

is closely related to the distribution of the accumulated

reward by means of the following relation:

B(t; w) = Pr fB(t) � wg = Pr fC(w) � tg

= 1� C(t; w)

(4)

For the purposes of the subsequent analysis below

we de�ne the following matrix functions P(t; w) =

fP

ij

(t; w)g and F(t; w) = fF

ij

(t; w)g as:

P

ij

(t; w) = PrfZ(t) = j ; B(t) � w jZ(0) = ig (5)

F

ij

(t; w) = PrfZ(C(w)) = j ; C(w) � t jZ(0) = ig

(6)

� P

ij

(t; w) is the joint distribution of the accumu-

lated reward and the structure state at time t sup-

posed that the initial state of the structure state

process is i.

� F

ij

(t; w) is the joint distribution of the completion

time and the structure state at completion sup-

posed that the initial state of the structure state

process is i.

From (5) and (6), it follows for any t and i that

P

j2


[P

ij

(t; w) + F

ij

(t; w) ] = 1 .

Given that G(w) is the Cdf of the random work

requirement W , the distribution of the completion time

is:

^

C(t) =

Z

1

w=0

2

4

X

i2


X

j2


P

i

(0)F

ij

(t; w)

3

5

dG(w) =

Z

1

w=0

P (0)F(t; w)h

T

dG(w)

(7)

where P (0) is the row vector of the initial probabilities,

and h

T

is the column vector with all the entries equal

to 1.

Markov Reward Models

The introduced matrix functions can be described

in double transform domain based on the in�nitesi-

mal generator A of the subordinated CTMC. Detailed

derivations are presented in (Kulkarni et al., 1986;

Telek, 1994; Bobbio and Telek, 1995). The �nal ex-

pressions take the following matrix forms:

F

��

(s; v) = (sI + vR�A)

�1

R (8)

P

��

(s; v) =

s

v

(sI + vR�A)

�1

(9)

where

�

denotes the Laplace-Stieltjes transform with

respect to t(! s),

�

denotes the Laplace transform with

respect to w(! v), I is the identity matrix and R is the

diagonal matrix of the reward rates (r

i

); the dimensions

of I, R, A, F and P are (n� n).

Starting from Equations (8-9), the evaluation of

the reward measures of a MRM requires the following

steps:

1. derivation of the entries of the P

��

(s; v) and

F

��

(s; v) matrices symbolically in the double

transform domain according to (8) and (9);

2. symbolic inverse Laplace-Stieltjes transformation

of P

��

(s; v) and/or F

��

(s; v) with respect to s;

3. numerical inverse Laplace transformation with re-

spect to v;

4. unconditioning the result according to the Cdf of

the work requirement de�ned by (7).

However, this way of the analysis contains some com-

putationally intensive steps, and the whole procedure

can be applied to very small scale problems (less than

6-8 states) only.

3 ANALYSIS OF ON-OFF MRMs

De�nition 3 The subclass of MRMs in which the re-

ward rates can only be 0 or a positive value c is called

on-o� MRMs.

There are several practical examples that result in

an on-o� MRM, moreover most of the classical marko-

vian reliability theory can be described with on-o�

MRMs.

The completion time analysis of an on-o� MRM

can always be transformed into the analysis of an on-

o� MRM with binary reward rates (i.e. the positive

2



reward rates equal to 1). If c is the constant reward

rate of the analyzed on-o�MRM, and the random work

requirement is W , then the system is equivalent to the

same on-o� MRM with binary reward rates, where the

work requirement is W=c, with distribution G(w=c). In

the rest of this paper we consider only binary reward

rates.

According to the associated reward rates the states

of on-o� MRMs can be divided into two parts, namely

R and R

c

= 
 � R, where R contains the states with

positive reward rates. Suppose that R contains m states

out of n. Thus we can renumber the states in 
 in a

way that the states numbered 1; 2; : : : ;m belong to R

and the states numbered m+ 1;m+ 2; : : : ; n belong to

R

c

. By this ordering of the states, A can be partitioned

into the following form A =

�

A

1

A

2

A

3

A

4

�

, where A

1

describes the transitions inside R, A

2

contains the in-

tensity of the transitions from R to R

c

, A

3

the transi-

tions from R

c

to R, and A

4

the transitions inside R

c

.

If there is no absorbing state group in R

c

, i.e. the com-

pletion time of a �nite work requirement w is �nite with

probability 1, then A

�1

4

exists. By the renumbering of

states the diagonal matrix of the reward rates has the

form R =

�

I

1

0

0 0

�

, where I

1

is a unity matrix with

cardinality m�m.

The Moments Of The Completion Time Of On-

O� MRMs

In this section we calculate the moments of the comple-

tion time using the Laplace-Stieltjes transform, and we

propose a recursive method to calculate the moments

in a computationally e�ective way. We make use of the

idea proposed by Iyer et al. for the analysis of the ac-

cumulated reward (Iyer et al., 1986). The nth moment

of the completion time of w amount of work is de�ned

by

M

(n)

(w) = EfC(w)

n

g =

1

Z

t=0

t

n

dC(t; w):

Theorem 1 The nth moment of the completion time

of an on-o� MRM with binary reward rates and work

requirement w is:

M

(n)

(w) = n! P (0) LT

�1

h

(Rv �A)

�(n+1)

R

i

h

T

(10)

Proof: The moments can be calculated using the

Laplace-Stieltjes transform of the completion time and

substituting Equation (8):

M

(n)

(w) = (�1)

n

lim

s!0

@

n

LT

�1

[C

��

(s; v)]

@s

n

=

(�1)

n

lim

s!0

@

n

LT

�1

h

P (0) F

��

(s; v) h

T

i

@s

n

=

(�1)

n

P (0) lim

s!0

@

n

LT

�1

[F

��

(s; v)]

@s

n

h

T

=

(�1)

n

P (0) lim

s!0

@

n

LT

�1

�

(sI + vR�A)

�1

R

�

@s

n

h

T

:

(11)

In the above formula the order of the inversion and the

derivation can be changed:

M

(n)

(w) =

(�1)

n

P (0) LT

�1

�

lim

s!0

@

n

(sI + vR �A)

�1

R

@s

n

�

h

T

:

The derivation can be accomplished using Leibniz's

rule, and setting the value of s to 0:

M

(n)

(w) = n! P (0) LT

�1

h

(vR �A)

�(n+1)

R

i

h

T

: 2

Because of the inverse Laplace transformation con-

tained in Equation (10) the calculation of the moments

is a computationally intensive task. Begain et al. (Be-

gain et al., 1995) proposed an e�ective method to cal-

culate the �rst moment, i.e. the mean value of the

completion time:

Theorem 2 The expected time while an on-o� MRM

with binary reward rates completes w amount of work

is: (Begain et al., 1995)

EfC(w)g =

P (0)

"

L(w) �L(w)A

2

A

�1

4

�A

�1

4

A

3

L(w) �

#

h

T

(12)

where

� = A

1

�A

2

A

�1

4

A

3

; L(w) =

Z

w

0

e

�u

du:

and

� = �A

�1

4

+A

�1

4

A

3

L(w)A

2

A

�1

4

Proof: See (Begain et al., 1995). 2

Here we propose a recursive method to calculate

the higher moments. First we introduce some notation.

LetM

(n)

ij

(w) be the nth moment of the completion time

assuming that the process was started in state i, the

work requirement was completed in state j and the work

requirement was w. Let M

(n)

(w) be a matrix with en-

tries M

(n)

ij

(w), and M

� (n)

(v) be the Laplace transform

of M

(n)

(w). Let F

�� (n)

(0; v) =

@

n

F

��

(s; v)

@s

n

�

�

�

�

s=0

.

Theorem 3 The nth moment (n � 2) of the comple-

tion time of an on-o� MRM with binary reward rates

and work requirement w can be obtained as

M

(n)

(w) = P (0) M

(n)

(w) h

T

=

n P (0)

w

Z

y=0

�(w � y)M

(n�1)

(y) h

T

d y

+n P (0)

^

AM

(n�1)

(w) h

T

(13)

where

�(w) =

"

e

� w

�e

� w

A

2

A

�1

4

�A

�1

4

A

3

e

� w

A

�1

4

A

3

e

� w

A

2

A

�1

4

#

3



and

^

A =

�

0 0

0 �A

�1

4

�

:

Proof: From Equation (8)

(sI + vR�A)F

��

(s; v) = R (14)

Using Leibniz's rule, the di�erentiation of Equation (14)

n+ 1 times with respect to s and setting s = 0 yields

F

�� (n+1)

(0; v) = �(n+ 1)(Rv �A)

�1

F

�� (n)

(0; v)

(15)

Because M

� (n)

(v) = (�1)

n

F

�� (n)

(0; v) according to

Equation (11), Equation (15) can be rewritten as

M

� (n+1)

(v) = (n+ 1) (Rv �A)

�1

M

� (n)

(v): (16)

Since LT

�1

�

(vR�A)

�1

�

= �(w) +

^

A�(w), where

�(w) denotes the Dirac delta function, the inversion and

the integration yields the theorem. 2

To apply the result of Theorem 3 for the evaluation

of the �rst moment we shall de�ne in accordance with

Equation (11)

M

(0)

(w) = LT

�1

[C

��

(0; v)] =

LT

�1

h

P (0) F

��

(0; v) h

T

i

andM

� (0)

(v) = F

��

(0; v). To express the �rst moment

�rst we use Equation (13) then Equation (16) to obtain

M

(1)

(w) = LT

�1

h

P (0) M

� (1)

(v) h

T

i

=

LT

�1

h

P (0) (Rv �A)

�1

M

� (0)

(v) h

T

i

;

which is by de�nition

LT

�1

h

P (0) (Rv �A)

�1

F

��

(0; v) h

T

i

=

LT

�1

h

P (0) (Rv �A)

�2

R h

T

i

=

LT

�1

h

P (0)

1

v

(Rv �A)

�1

h

T

i

;

since (Rv�A)

�2

R h

T

= 1=v (Rv�A)

�1

h

T

, because

p Ah

T

= 0

T

. The inverse transform gives the result of

Theorem 2.

If the system is started from operational states,

which is a rather realistic assumption, (i.e. P

i

(0) = 0 if

i 2 R

c

), then one can neglect the second term of the rhs

of Equation (13). This term stands for the time needed

to start the reward accumulation (i.e. to enter R) when

the system starts from R

c

.

Another interesting analysis problem of on-o�

MRMs is the probability distribution of the structure

state process at completion, i.e. P

c

ij

= PrfZ(C) =

jjZ(0) = ig. A closed form solution of this problem is

presented in (Begain et al., 1995).

memory

1

2

M
processor N

processor 1

processor 2
switch

memory

memory

Figure 1: Example system structure

4 NUMERICAL EXAMPLE

The results of this paper are demonstrated by the anal-

ysis of a simple multiprocessor system. The system is

similar to the Carnegie-Mellon multiprocessor system,

presented in (Smith et al., 1988). The system consists

of N processors, M memories, and an interconnection

network (i.e., a crossbar switch) that allows any proces-

sor to access any memory (Figure 1). The failure rates

per hour for the system are set to be 0.2, 0.1 and 0.05 for

the processors, memories and the switch respectively.

Viewing the interconnecting network as one switch

and modeling the system at the processor-memory-

switch level, the switch becomes essential for the system

operation. It is also clear that a minimum number of

processors and memories are necessary for the system to

be operational. Each state is thus speci�ed by a triple

(i; j; k) indicating the number of operating processors,

memories, and networks, respectively. We augment the

states with the nonoperational state F . Events that de-

crease the number of operational units are the failures

and events that increase the number of operational el-

ements are the repairs. We assume that failures do

not occur when the system is not operational. When a

component fails, a recovery action must be taken (e.g.,

shutting down the a failed processor, etc.), or the whole

system will fail and enter state F . The probability that

the recovery action is successfully completed is known

as coverage.

Two kinds of repair actions are considered, global

repair which restores the system to state (N;M; 1) with

rate � = 0:2 per hour from state F , and local repair,

which can be thought of as a repair person beginning to

�x a component of the system as soon as a component

failure occurs. We assume that there is only one repair

person for each component type. Let the local repair

rates be 2.0, 1.0 and 0.5 for the processors, memories

and the switch, respectively.

The studied system has two processors, two mem-

ories, and one connections network, thus the state space

consists of 13 states. For this case, the minimal con�g-

uration is supposed to have one processor, one memory

and one interconnection switch. The value of the cov-

erage was set to 0.90. This is a simple system, how-

ever a system of this size would be untractable using

the double transformation method. We emphasize that

it is just a demonstrative example, the performance of

larger systems can also be calculated using the proposed

method. More work has to be done to learn the limita-

tions of the proposed method.
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Figure 2: The mean value of the completion time
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Figure 3: The standard deviation of the completion

time

The mean value and the standard deviation of the

completion time were calculated, the former using The-

orem 2, the latter using Theorem 3 and the well known

formula �(w) = (M

(2)

(w) � (M

(1)

(w))

2

)

1=2

. The work

requirement was chosen to take values from the inter-

val [1; 16] (in work hours). In Figures 2, 3 the mean

value and the standard deviation of the completion time

are shown, assuming that the system was started from

the perfect state (N;M; 1), from state F and from the

steady state distribution. The integral values were cal-

culated numerically in an iterative way. In each step

twice as many sample points were evaluated, and the

process was stopped when the maximal relative change

of the values was less than 2%.

The mean completion time is higher if the sys-

tem is started in the steady state instead of the per-

fect (N;M; 1) state, or if the system is started in the

F state instead of the steady state. The di�erence be-

tween the perfect and the F initial state curves refers

to the mean time to get from state F to the perfect

state. The curves of the standard deviation of the com-

pletion time show a similar picture. We have to note

that the 2% accuracy limit brings more inaccuracy for

higher values (8,16). The curve referring to the F state

at time 0 takes the value of the standard deviation of

the time to get from state F to the perfect state.

5 CONCLUSION

Markov Reward Models (MRMs) have been widely used

to model performance and reliability of computer and

communication systems. On-o� MRMs represent a sub-

class of MRMs of practical interest in many real sit-

uations. We discussed the analytical description of

MRMs, focusing on on-o� assignment of reward vari-

ables. A numerically e�ective computation method is

described for the moments of the completion time of an

on-o� MRM. Performance parameters of a Carnegie-

Mellon multiprocessor system are evaluated by the pro-

posed method as an example.
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