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Abstract—In this paper we develop a call level model of UMTScore
networkswhere calls belonging to one of the four UMTS service classes
arrive randomly. Arriving calls are granted service depending on the
call’s service class, the required maximum- and minimum bandwidth,
and the available network resources at the arrival instance. We use
a Markov model of transmission links to derive GoS (blockingprob-
ability) and QoS (throughput) measures under two reasonable and
technologically feasible bandwidth sharing policies. We conclude that
one of these policies is able to provide GoS/QoS guarantees for a wide
range of traffic mixes. We argue that the results are applicable to the
all-IP/MPLSbased new UMTS architecture.
Key words: 3rd generation mobile networks, UMTS networks, band-
width sharing objectives, multi-rate loss models, blocking probabili-
ties, Markov models.

I. I NTRODUCTION

One of the key architectural aspects of3

rd generation
mobile networks is the separation of theaccesspart from
the core network. This separation supports the evolution
of various access technologies and the continuous devel-
opment of new services provided by the core network [3],
[4]. As such, the core of UMTS/IMT-2000 networks is a
multi-service network providing GoS (blocking probabil-
ity) and QoS (throughput) guarantees to four types of ser-
vice classes [14]:
� Theconversational classprovides high quality access to
a range of different services including high bit rate services.
This class is suitable for the demanding user who wishes to
receive bandwidth guarantees similar to that of the CBR
class in ATM.
� Thestreaming classis designed to carry high bandwidth,
variable bit rate services, such as a medium- or high quality
video- or teleconferencing service. One common feature of
the calls belonging to this class is that their holding time
is independent of the actual throughput received during the
residency time in the system.
� The interactive classsupports less demanding services
typically supported by today’s best effort IP networks, in-
cluding file transfer, web browsing or telnet applications.

UMTS networks are expected to provide some form of
throughput guarantee even to these types of services. The
holding time of the interactive class calls typically depends
on the throughput (the transfer of a file, for instance, would
take half of the time with doubled throughput).
� The background classis of the best effort type, mean-
ing that background calls receive the whatever bandwidth is
”left over” by the calls of the higher priority service classes.
Examples of this class include e-mail or low quality file
transfers. With respect to their holding time, this class is
similar to the interactive class.
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Fig. 1. Different access networks with a common UMTS core network

Figure 1 highlights some aspects of the UMTS core net-
work, notably the separation of the different access net-
works from the core network throughgatewaynodes that
exercise call admission control at the edges. Regarding the
candidate technologies, the core is expected to be based
on fast packet switching techniques with some connec-
tion oriented resource reservation mechanism, like ATM
or IP/MPLS [12], [15]. In any case, the dimensioning and
performance analysis of UMTS networks requires that call
level models that take account of theblocking probability
andthroughputtrade-off in a dynamic environment (where
calls arrive and depart randomly in time) are available. As
it is detailed in Section II, the widely available call level
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models for circuit switched [10] or ATM [5] networks are
not directly applicable in the UMTS environment, because
they do not take into account the UMTS-specific service
class definitions. Whereas a number of papers have studied
various access networks [11] - [13], in this paper we focus
on the core network, where the main objective is to study
bandwidth sharing alternatives, such that the GoS/QoS re-
quirements of the UMTS services classes are met and the
bandwidth utilization is kept high.

The contribution of this paper is two-fold. Firstly, we
extend the classical multi-rate models to include the UMTS
service classes. Secondly, by focusing on the performance
of the background class, while guaranteeing QoS for the
first three classes, we propose a simple bandwidth sharing
policy that performs better than complete sharing in terms
of throughput and blocking probabilities.

We organize the paper as follows. Section II describes
the network model. Section III defines the performance
measures and associated throughput constrains. Section IV
discusses simple possible bandwidth sharing policies in the
UMTS core network. Section V discusses numerical results
assuming different traffic mixes. We conclude in Section
VI.

II. M ODELING THE UMTS CORE NETWORK

Since the core network exercises admission control on a
link-by-link basis, we formulate the Markov model of a sin-
gle transmission link. At this abstraction level our model is
suitable for an ATM link as well as for a link of an MPLS
label switched path. From the description of the UMTS
service classes it is clear thatwe only need to model the
service classes with throughput guarantees(i.e., conversa-
tional, streaming and interactive)and calculate the (mean
and the distribution of the) bandwidth left over for the back-
ground class.

The system under consideration consists of a transmis-
sion link of capacityC, which is supposed to be an integer
number in some suitable bandwidth unit, sayMbps. Calls
arriving at the link belong to one of the following three traf-
fic classes:
� Conversationalservice class calls are characterized by
their peak bandwidth requirementb

1

, flow arrival rate�
1

and departure rate�
1

;
� Streamingclass calls are characterized by their peak
bandwidth requirementb

2

, minimum bandwidth require-
mentbmin

2

, flow arrival rate�
2

and departure rate�
2

. Al-
though the bandwidth occupied by streaming calls may
fluctuate as a function of the link load, their actual holding
time is not influenced by the received throughput through-
out their residency in the system. This is the case for in-
stance with a streaming video codec, which, in the case of
throughput degradation decreases the quality of the video
images and thereby occupies less bandwidth.

� Interactiveclass flows are characterized by their peak
bandwidth requirementb

3

, minimum bandwidth require-
mentbmin

3

, flow arrival rate�
3

, and theirideal departure
rate�

3

. The ideal departure rate is experienced when the
peak bandwidth is available. The real instantaneous depar-
ture rate is proportional to the bandwidth of the flows.
We denote the actual bandwidth allocated (reserved) to a
flow of class-2 (streaming) and class-3 (interactive) in a
given system state withbr

2

and b

r

3

, both of which vary
in time as flows arrive and depart. We will also use the
quantity r

min

:= b

min

=b associated with the streaming
and the interactive classes. One may think of an interac-
tive class call as one that upon arrival has an associated
amount of data to transmit (W ) sampled from an expo-
nentially distributed service requirement, with distribution

G(x) = 1� e

�

b

3

�

3

x, which in the case when the peak band-
width b

3

is available during the entire duration of the call
gives rise to an exponentially distributed service time with
mean1=�

3

. Since the free capacity of the link fluctuates in
time according to the instantaneous number of calls in ser-
vice, the bandwidth given to the interactive calls may drop
below the peak bandwidth requirement, in which case the
actual holding time of the call increases.
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Fig. 2. Modeling a single transmission link with the four types of UMTS
service classes

As illustrated in Figure 2, the first three types of flows
with throughput guarantees arrive according to indepen-
dent Poisson processes, and the holding time for the con-
versational and streaming class calls are exponentially dis-
tributed and the (phase type distributed) holding time of
the interactive class calls are determined using the Markov
model of the transmission link.

In what follows we are interested in the performance
of two simple bandwidth sharing strategies that provide
GoS/QoS bounds for the first three service classes and
also throughput guarantee for the lower priority background
class.

III. PERFORMANCEMEASURES ANDCONSTRAINS

In contrast to classical multi-rate models [10], our link
model allows the fluctuation of the occupied bandwidth,
and therefore the relevant performance measures include
the blocking probabilities and the class-wise throughput
values. In order to evaluate the performance of bandwidth
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sharing, we need the rigorous definitions of the class-wise
throughput values and associated constrains.

A. Throughput Definitions

The throughput of the conversational calls is simply the
allocated bandwidth which is a constant value (b

1

). It is in-
tuitively clear that the residency time of the interactive class
flows depends not only on the amount of data they want to
transmit (which is a random variable), but also on the band-
width they receive during their holding times. Similarly, the
amount of data transmitted through a streaming class flow
depends on the received bandwidth. In order to specify this
relationship we define the following quantities:
� �

2

(t) and�
3

(t) defines the instantaneousthroughputof
streaming and interactive flows at timet, respectively, (e.g.,
if there aren

1

; n

2

; n

3

conversational, streaming, and inter-
active flows in the system at timet, respectively, the instan-
taneous throughput aremin(b

2

; (C � n

1

b

1

� n

3

r

3

b

3

)=n

2

)

andmin(b

3

; (C � n

1

b

1

� n

2

r

2

b

2

)=n

3

)) for streaming and
interactive flows, respectively. Note that�

2

(t), and�
3

(t)

are discrete r.v. for anyt � 0.
�

~
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t

R

t

0

�

2

(�)d� defines thethroughputof the stream-
ing flow whose holding time ist.
�

~

� =

R

1

0

~

�

�

dF (�) = �
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R
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~

�
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��

2

�

d� (r.v.) defines
the throughputof the streaming flow, whereF (t) denotes
the cdf. of the exponentially distributed flow holding time.
� T

x

= infft j

R

t

0

�

3

(�)d� � xg (r.v.) gives the time it
takes to transmitx amount of data of an interactive flow,
�

^

�

x

= x=T

x

defines thethroughputof the interactive flow
during the transmission ofx data unit. Note that�

x

is a
continuous r.v.
�

^

� =

R

1

0

^

�

x

dG(x) = �

3

=b

3

R

1

0

^

�

x

e

�x �

3

=b

3

dx (r.v.)
defines thethroughputof the interactive flow, where the
amount of transmitted data is exponentially distributed with
parameter�

3

=b

3

.
In the following we assume that the applied CAC is such

that the maximum accepted blocking probability associated
with the conversational, streaming and interactive traffic
classes (Bmax

1

,Bmax

2

andBmax

3

respectively) and the min-
imum accepted throughput for th streaming and interactive
calls (~�min, ^�min) are ensured [9]. Since there is no mini-
mum rate guarantee for the background class, for this class
we will consider the following two throughput constrains.

B. Throughput Constrains for the Background Class

When there aren
1

; n

2

; n

3

conversational, streaming, and
interactive flows in the system at timet, respectively, the
instantaneous bandwidth provided for (the lowest priority)
background traffic class is

�

4

(t) = max(0; C � n

1

b

1

� n

2

b

2

� n

3

b

3

)

The steady state bandwidth of the background traffic class
is denoted by�

4

. (�
4

is a discrete r.v.)

In oder to characterize the bandwidth ”left over” for the
background class, we define the following two throughput
constrains: Mean throughput constraint:E(�

4

) > �

min

4

,
Throughput threshold constraint:Pr(�

4

> �

min

4

) > �.

IV. BANDWIDTH SHARING POLICIES

Bandwidth sharing in telephony and ATM networks have
long been studied, but most models ignore the elastic nature
of traffic classes such as the streaming or interactive classes.
Papers that do model elastic traffic on the call level include
the ones by Altmanet al. [1], Andersenet al. [2] and Nunez
et al. [6], but these papers restrict themselves to two traffic
classes only. Also, they restrict attention to the moments of
the elastic traffic rather than considering its distribution.

With the above throughput and constraint definitions we
are now in the position to establish the following bandwidth
sharing rules. In the presentation we letC � Æ denote the
portion of the link capacity that is dedicated to the first three
service classes and denoteÆ the portion of the link capacity
which is dedicated to the background class. In the numer-
ical section we will letÆ = 0 (Policy I: complete sharing)
andÆ > 0 (Policy II: complete partitioning). Our band-
width sharing policies are motivated by technological fea-
sibility and - as we will indeed see in the numerical section
- by the intuition that since high priority elastic classes tend
to occupy all available link capacity, the background class
may need a dedicated link capacity to perform acceptably
under various offered traffic mixes.
� If there is enough bandwidth for all flows to get their re-
spective peak bandwidth demands, then class-2 and class-3
flows occupyb

2

andb
3

bandwidth units respectively.
� If there is a need for bandwidth compression, i.e.n

1

�b

1

+

n

2

� b

2

+ n

3

� b

3

> C � Æ, then the bandwidth compression
of the flows is such thatr

2

= r

3

, wherer
2

= b

r

2

=b

2

and
r

3

= b

r

3

=b

3

, as long as the minimum rate constraint is met
for both classes (i.e.bmin

2

=b

2

� r

2

� 1 and bmin

3

=b

3

�

r

3

� 1).
� If there is still need for further bandwidth compression,
but either one of the two classes does not tolerate further
bandwidth decrease, (i.e.r

i

is alreadybmin

i

=b

i

for either
i = 2 or i = 3) at the time of the arrival of a new flow,
then the service class which tolerates further compression
decreases equally the bandwidth occupied by its flows, as
long as the minimum bandwidth constraint is kept for this
traffic class.
Three underlying assumptions of the above rules (and the
model) are noteworthy. Firstly, we assume that both the
streaming and interactive flows are greedy, in the sense
that they always occupy the maximum possible bandwidth
on the link, which is the smaller of their peak bandwidth
requirement (b

2

and b
3

respectively) and the equal share
(in the above sense) of the bandwidth left for them by the
rigid flows (which will depend on the link allocation pol-
icy). Secondly, we assume that all streaming and interac-
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tive flows in progress share proportionally equally (i.e. the
r

i

’s are equal) the available bandwidth among themselves,
i.e. the newly arrived flow and the in-progress flows will be
squeezed to the samer

i

value. If a newly arriving flow de-
creased the flow bandwidth belowbmin

2

andbmin

3

(i.e. both
the streaming and the interactive classes were compressed
to their respective minima), that flow is not admitted into
the system, but it is blocked and lost. Note that all arriving
flows are allowed to ”compress” the in-service streaming
and interactive flows, as long as the minimum bandwidth
constrains are kept. Thirdly, the model assumes that the rate
control of the streaming and interactive flows in progress is
ideal, in the sense that an infinitesimal amount of time af-
ter any system state change (i.e. flow arrival and departure)
these sources readjust their current bandwidth on the link.
While this is clearly an idealizing assumption, we assume
that the buffers at the IP packet layer are large enough to ab-
sorb the IP packets until e.g. TCP or any other upper layer
protocol throttles the senders.

V. NUMERICAL RESULTS

A. Generating and Solving the Markov Model

The QoS/GoS parameters of different communication
streams using a common resource have already been ana-
lyzed through Markov models [6], [1], [9]. There are two
main difficulties applying this approach, the automatic gen-
eration of the (commonly large) Markov model and its so-
lution. We have used the Web accessible Markovian analy-
sis tool named MRMSolve that performs both of these two
steps automatically based on a high level description of the
model [8].

B. Discussion

We define the “offered” traffic load of the conversational,
streaming and interactive traffic classes and the total offered
load as

�

i

=

�

i

�

i

b

i

; i = 1; 2; 3; � =

3

X

i=1

�

i

;

respectively. The traffic load realized on the transmission
link differs from the offered load due to call blocking and
bandwidth reduction. When there is not enough available
capacity even with the maximum possible compression of
the on-going streaming and interactive calls, new call ar-
rivals are blocked. The load lost due to call blocking is
bounded by the maximum accepted blocking probability
values (Bmax

1

, Bmax

2

andBmax

3

).
The bandwidth of the streaming and the interactive flows

fluctuates according to the traffic load of the link. The fluc-
tuation of the interactive flows does not result in any load
reduction because the amount of data transmitted through
an interactive class connection is independent of the avail-
able throughput (lower throughput results in longer service

time). However, the fluctuation of the streaming flows re-
sults in a further load reduction, since the amount of data
transmitted through a streaming class connection is propor-
tional to the available bandwidth during the connection.

Therefore, we define two traffic loss measures to evaluate
the different ways of losses:

B

all

= B

1

�

1

�

+B

2

�

2

�

+B

3

�

3

�

;

B

bw

= B

1

�

1

�

+

�

B

2

+ (1�B

2

)

b

2

�E(�

2

)

b

2

�

�

2

�

+B

3

�

3

�

:

B

all

accounts only for losses by call blocking, whileB
bw

is a combined measure that accounts for both call blocking
and bandwidth reduction.
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Fig. 3. Loss and throughput of UMTS traffic classes with balanced load

Figure 3 shows the throughput and loss measures as a
function of the total offered load. The considered traf-
fic scenario is as follows:C = 2000; b

1

= 12; b

2

=

128; b

min

2

= 64; b

3

= 256; b

min

3

= 51:2; �

1

=

1=180; �

2

= 1=300; �

3

= 1=30, the high priority classes
provide the same load,�

1

=� = �

2

=� = �

3

=� = 1=3. (The
call arrival intensities are set accordingly.) Two policies are
compared. In the first case the total link capacity is used
by all service classes (complete sharing),Æ = 0, while in
the second case a given bandwidth is reserved for the back-
ground trafficÆ = 200. Results associated with the first
(second) case are drawn by thin (thick) lines. The through-
put,B

all

, andB
bw

curves are drawn with solid, dash and
dot, and dot lines, respectively.

It can be seen that for reasonable load,� < 0:9, we
have some bandwidth reduction for the variable bandwidth
classes, and a low call blocking probabilityB

all

< 2%;
but the combined loss measure,B

bw

, shows a much higher
value. For high load,� > 0:9, the trends are continued. In-
terestingly, we cannot see significant advantage of the band-
width reservation,Æ = 200, on the mean throughput of the
background traffic (E(�

4

)). But the mean throughput is not
a ”fine enough” measure of the throughput available for the
background traffic. The real advantage of the bandwidth
reservation becomes visible only on Figure 4, that provides
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balanced load

the distribution of�
4

(i.e., Pr(�
4

� x)). Even the mean
throughput of the background traffic does not differ signifi-
cantly whenÆ = 200; we have a completely different distri-
bution of�

4

. The most important difference, that has a sig-
nificant consequence on the background traffic services, is
the probability of having no bandwidth available for back-
ground traffic. In case ofÆ = 0 there is a high probabil-
ity that the higher priority services completely utilize the
link capacity and the background services are completely
starving. However, whenÆ = 200 a minimal bandwidth is
always provided for the background class.

The high probability of complete link utilization of the
high priority services is due to the adaptive nature of the
streaming and the interactive class. This services set their
bandwidth such that the link capacity is most utilized. Fig-
ure 5 and 6 shows how the probability of complete link uti-
lization increases when the traffic mixture changes and the
portion of ’adaptive’ traffic classes increase. On these fig-
ures we depict the same result when the traffic mixture is
�

1

=� = 0:1; �

2

=� = 0:1; �

3

=� = 0:8. In Figure 6 it can be
seen that the probability of no bandwidth left for the back-
ground traffic is much higher with this traffic mixture.
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VI. CONCLUSIONS

In this paper we extended the widely used multi-rate
loss model in terms of the modeled traffic classes. Specifi-
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Fig. 6. Distribution of bandwidth available for backgroundtraffic with
dominant interactive load

cally, we included the two main types of the elastic classes
(streaming and interactive) standardized for3

rd generation
mobile (such as the UMTS) core networks. The differen-
tiation between these two classes is important, (but often
overlooked) because they differ in terms of how their hold-
ing times (and their actual carried traffic) depends on the
system load. We then used the model to derive perfor-
mance measures for the blocking probabilities and through-
put values under two simple bandwidth sharing policies.
We have found that dedicating a portion of the link capacity
to the lower priority background class is useful for ensuring
some throughput for this class without causing significant
blocking or throughput degradation for the higher priority
classes. We have noted that this somewhat counter-intuitive
result comes from the elastic nature of the streaming and
interactive classes: as opposed to circuit switched systems,
these classes tend to greedily consume all available link ca-
pacity. We believe that the model and the numerical results
can be used to dimension the core network of future multi-
service systems.
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