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Abstract

We present a numerical procedure to bound distributions based on their finite number of moments. Numerical examples demonstrate the properties of the proposed method.
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1. Introduction

There are large discrete state stochastic models in which the numerical analysis of the distribution of the measure of interest is computationally infeasible, but the first some moments of this measure are computable [1]. Based on these moments one can approximate the distribution (with an unknown error) or calculate upper and lower bounds of the cumulative distribution function (cdf). [2, 3] presents a numerical procedure for moments based distribution bounding, but the proof of the correctness of this procedure was not available. In the present paper, we prove the moments based bounds and show their properties via numerical examples. There are excellent monographs summarizing the theory of moments [4, 5, 6]. Our results are largely based on the fundamental book of Akhiezer [6].

The approach of this paper differs from the traditional statistician approach [7], because we assume that the exact value of the first $n$ moments are known and we look for the minimal and maximal value of the cdf of all distributions with these moments. Indeed, we evaluate how much information is carried by the first $n$ moments about a distribution.

The rest of this paper is organized as follows. Section 2 collects the basic properties of moments applied in our distribution estimation method. Section 3 provides a high level description of the proposed method, while symbolic and numerical results are provided in Section 4 and 5, respectively. Section 6 concludes the paper.

2. Basic properties of moments

Following [6] we introduce a set of notations.

---
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\( M_{2n} = \) the set of distributions with the same 0, 1, \ldots, 2n moments. 

\( \sigma(\cdot) = \) a non-decreasing function \( (\sigma(x_1) \leq \sigma(x_2) \text{ if } x_1 \leq x_2) \).

\[ \mu_i = \int_{-\infty}^{\infty} x^i \, d\sigma(x) \quad (i = 0, 1, 2, \ldots), \]

“the \( i \)th moment” of \( \sigma(\cdot) \).

\[ D_n = \begin{vmatrix} \mu_0 & \mu_1 & \cdots & \mu_n \\ \mu_1 & \mu_2 & \cdots & \mu_{n+1} \\ \vdots & \vdots & \ddots & \vdots \\ \mu_n & \mu_{n+1} & \cdots & \mu_{2n} \end{vmatrix}, \]

the Hankel determinant of order \( n \).

\[ P_0(x) = 1 \quad \text{and} \quad P_n(x) = \frac{1}{\sqrt{D_{n-1}D_n}} \begin{vmatrix} \mu_0 & \mu_1 & \cdots & \mu_n \\ \mu_1 & \mu_2 & \cdots & \mu_{n+1} \\ \vdots & \vdots & \ddots & \vdots \\ \mu_{n-1} \mu_n & \cdots & \mu_{2n-1} \\ 1 & x & \cdots & x^n \end{vmatrix}, \quad (n = 1, 2, \ldots), \]

orthonormal polynomials composed by the \( \mu_i \) sequence.

\[ \rho_n(x) = \frac{1}{\sum_{k=0}^{n} |P_k(x)|^2}, \]

the radius of the Hellinger circle \([6]\).

**Definition 1.** The \( \mu_i \) \( (i = 0, 1, \ldots, 2n) \) sequence is a positive sequence if \( D_k > 0 \) \( (k = 0, 1, \ldots, n) \).

**Definition 2.** The \( \mu_i \) \( (i = 0, 1, \ldots, 2n) \) sequence is a determined sequence if \( D_k > 0 \) \( (k = 0, 1, \ldots, n - 1) \) and \( D_n = 0 \). (In this case \( D_k = 0 \) \( (\forall \, k \geq n) \) \([8]\).)

### 2.1. The Hamburger moment problem and its solvability

The Hamburger moment problem \([9]\) plays an essential role in the theory of moments \([4, 7]\). It can be formulated as follows. Given a sequence of numbers \( \mu_i \) \( (i = 0, 1, 2, \ldots) \), under what conditions is it possible to find a positive bounded non-decreasing function \( \sigma(\cdot) \) such that

\[ \mu_i = \int_{a}^{b} x^i \, d\sigma(x) \quad , \quad \text{for} \quad a = -\infty, \ b = \infty, \ i = 0, 1, 2, \ldots . \]

The cases, when \( a = 0, \ b = \infty \), and \( a = 0, \ b = 1 \), are referred to Stieltjes \([8]\) and Hausdorff \([10]\) moment problem, respectively.

**Theorem 1.** \([6]\) Let \( \mu_0, \mu_1, \mu_2, \ldots \) be a sequence of real numbers. The Hamburger moment problem has a solution if and only if \( D_n \geq 0, \ n = 0, 1, \ldots \).

**Theorem 2.** \([11]\) The solution of the Hamburger moment problem consists of infinite points of increase if and only if \( D_n > 0, \quad n = 0, 1, \ldots \).
Theorem 3. [11] The solution of the Hamburger moment problem consists of exactly \( n \) distinct points of increase if and only if \( D_0 > 0, D_1 > 0, \ldots, D_{n-1} > 0, D_n = D_{n+1} = \ldots = 0 \). The moment problem is determined in this case.

An immediate consequence of Theorem 2 and 3 is that if \( \mu_i \) are the moments of a distribution and \( D_n = 0 \) then all the higher Hankel determinants equal to 0, as well \( (D_k = 0 \text{ for all } k > n) \).

2.2. Finite number of moments

Theorems 1 - 3 are about the infinite series \( \mu_i \) and \( D_n \), but in this paper, we have a finite number of moments to deal with. To bound a distribution based on its first \( 2n + 1 \) moments\(^1\) we need to find the extreme members of the \( \mathcal{M}_{2n} \) class. At an arbitrary point \( C \), the \( \sigma(\cdot) \) distribution with positive sequence of moments \( \mu_0, \ldots, \mu_{2n} \) is bounded by \( \min_{\sigma \in \mathcal{M}_{2n}} \sigma(C) \leq \sigma(C) \leq \max_{\sigma \in \mathcal{M}_{2n}} \sigma(C) \). In the rest of this paper we investigate \( \min_{\sigma \in \mathcal{M}_{2n}} \sigma(C) \) and \( \max_{\sigma \in \mathcal{M}_{2n}} \sigma(C) \) in two steps. The first step is to determine the maximum mass the members of \( \mathcal{M}_{2n} \) can have at \( C \), and the second step is to construct a distribution having this maximal mass at \( C \). It will be shown that there is only one distribution composed by \( n + 1 \) discrete points (including the one at \( C \)) with maximal mass in \( C \) and this distribution characterizes both the lower and the upper bound of the \( \mathcal{M}_{2n} \) class at \( C \).

To simplify the discussion, we always study the bounds at point 0 with a proper transformation of moments. If the original point of interest is \( C \) then the moments of the distribution whose evaluated point is shifted to 0 are:

\[
\mu_i' = \int_{-\infty}^{\infty} (x - C)^i d\sigma(x) = \int_{-\infty}^{\infty} \sum_{k=0}^{i} \binom{i}{k} x^k (-C)^{i-k} d\sigma(x) = \sum_{k=0}^{i} \binom{i}{k} (-C)^{i-k} \mu_k. \tag{7}
\]

Without loss of generality, from now on we assume that the point of interest is 0.

2.3. Maximum mass concentrated at 0

Theorem 4. [6] If \( \mu_0, \mu_1, \ldots, \mu_{2n} \) is a positive sequence (i.e., \( D_k > 0, (k = 0, \ldots, n) \)) and \( x \) is an arbitrary real number then,

\[
\max_{\sigma(\cdot) \in \mathcal{M}_{2n}} (\sigma(x^+) - \sigma(x^-)) \leq \rho_n(x). \tag{8}
\]

Theorem 4 gives the meaning of the introduction of \( \rho_n(x) \). Indeed, \( \rho_n(x) \) defines the maximal mass that can be located at point \( x \) given the first \( 2n + 1 \) moments. Following a completely different way of thinking than the one in [6], we obtained a different and computationally more effective way to determine maximal mass.

Theorem 5. [12, 4] If \( \mu_0 = 1, \mu_1, \mu_2, \ldots, \mu_{2n} \) is a positive sequence of moments of \( \sigma(\cdot) \) the

\(^1\)Throughout this paper the first \( k \) moments mean the \( \mu_0, \mu_1, \ldots, \mu_{k-1} \) sequence.
maximal mass of $\sigma(\cdot)$ at 0 is
\[
p = \begin{vmatrix}
\mu_0 & \mu_1 & \ldots & \mu_n \\
\mu_1 & \mu_2 & \ldots & \mu_{n+1} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_n & \mu_{n+1} & \ldots & \mu_{2n}
\end{vmatrix},
\]
which means that
\[
\rho_n(0) = p.
\]

Appendix A presents a proof of this theorem different from the ones in [12, 4].

Our way to obtain $p$ was rather intuitive. A mass at point 0 does contribute to $\mu_0$, but does not contribute to any $\mu_i, i > 0$. We locate a mass at 0 such that the Hankel determinant of the $\mu_0 - p, \mu_1, \ldots, \mu_{2n}$ sequence is just on the limit of positivity. Using $2n + 1$ moments the limit of positivity is reached at
\[
\begin{vmatrix}
\mu_0 - p & \mu_1 & \ldots & \mu_n \\
\mu_1 & \mu_2 & \ldots & \mu_{n+1} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_n & \mu_{n+1} & \ldots & \mu_{2n}
\end{vmatrix} = 0,
\]
whose solution is given by Theorem 5.

**Theorem 6.** If $\mu_0, \mu_1, \mu_2, \ldots, \mu_{2n}$ is a positive sequence of moments (i.e., $D_k > 0 \ (k = 0, \ldots, n)$) then the $\mu_0 - p, \mu_1, \ldots, \mu_{2n}$ sequence represents a determined moment problem (i.e., $D'_k > 0 \ (k = 0, \ldots, n - 1)$ and $D'_n = 0$).

**Proof:** Since $p$ is the solution of (11) the Hankel determinant of order $n$ associated with the $\mu_0 - p, \mu_1, \ldots, \mu_{2n}$ sequence equals to zero and using Theorem 3 it implies Theorem 6. ■

### 2.4. Maximum difference of the distribution bounds

The following theorem underlines the importance of $\rho_n(0)$, (and $p$), by giving an additional meaning to them.

**Theorem 7.** [6] If $\mu_0, \mu_1, \mu_2, \ldots, \mu_{2n}$ is a positive sequence, $\sigma_1(\cdot) \in \mathcal{M}_{2n}$ and $\sigma_2(\cdot) \in \mathcal{M}_{2n}$ then, for arbitrary real $x$ we have:
\[
\left| \int_{-\infty}^{x^+} d\sigma_1(u) - \int_{-\infty}^{x^-} d\sigma_2(u) \right| \leq \rho_n(x).
\]

Theorem 7 provides the maximum difference of any two members of $\mathcal{M}_{2n}$ at $x$. A direct consequence of Theorem 7 is that the difference of $\min_{\sigma \in \mathcal{M}_{2n}} \sigma(x)$ and $\max_{\sigma \in \mathcal{M}_{2n}} \sigma(x)$ cannot be larger than $\rho_n(x)$.

Having the difference between the lower and upper bounds it is enough to find one of them. The following theorem suggests a way to place the bounds.
Theorem 8. If \( \mu_0, \mu_1, \mu_2, \ldots, \mu_{2n} \) is a positive sequence, \( \sigma(\cdot) \in \mathcal{M}_{2n}, \sigma^*(\cdot) \in \mathcal{M}_{2n} \) and \( \sigma^*(\cdot) \) has the mass \( \rho_n(0) = p \) at 0

\[
\int_{-\infty}^{0^+} d\sigma^*(u) - \int_{-\infty}^{0^-} d\sigma^*(u) = \rho_n(0) = p,
\]

then,

\[
\int_{-\infty}^{0^-} d\sigma(u) \geq \int_{-\infty}^{0^-} d\sigma^*(u), \tag{13}
\]

\[
\int_{-\infty}^{0^+} d\sigma(u) \leq \int_{-\infty}^{0^-} d\sigma^*(u) + p. \tag{14}
\]

The proof of Theorem 8 is provided in Appendix B.

2.5. Construction of a reference distribution

According to Theorem 8 we have the bounds of the \( \mathcal{M}_{2n} \) class of distributions at 0 if we can obtain a reference distribution \( \sigma^*(\cdot) \). \( \sigma^*(\cdot) \) has the mass of size \( p \) at 0 and \( \mu_0 - p, \mu_1, \ldots, \mu_{2n} \) is a determined sequence, i.e., \( D_k > 0 \) (\( k = 0, 1, \ldots, n-1 \)) and \( D_n = 0 \). Since \( \mu_0 - p, \mu_1, \ldots, \mu_{2n} \) is a determined sequence \( \sigma^*(\cdot) \) is unique and it has exactly \( n \) further points of increase (Theorem 3 and 6).

Let \( x_i \) and \( p_i \) (\( i = 1, \ldots, n \)) denote the points and the associated value of increase of \( \sigma^*(\cdot) \) excluding the one at 0, respectively. \( x_i \) and \( p_i \) are defined by the moments:

\[
\mu_0 - p = \sum_{i=1}^{n} p_i, \quad \mu_k = \sum_{i=1}^{n} x_i^k p_i, \quad (k = 1, 2, \ldots, 2n - 1). \tag{15}
\]

These \( 2n \) equations can be solved in 2 steps.

Theorem 9. [6] \( x_i \) (\( i = 1, \ldots, n \)) are the roots of the polynomial \( P_n(x) \) defined by the sequence \( \mu_0 - p, \mu_1, \ldots, \mu_{2n} \), (see [5]).

Having the points \( x_1, x_2, \ldots, x_n \) the associated \( p_i \) values can be obtained from equation (15) with \( k = 0, 1, \ldots, n - 1 \). In matrix form it can be given as

\[
\begin{pmatrix}
1 & 1 & \ldots & 1 \\
x_1 & x_2 & \ldots & x_n \\
x_1^2 & x_2^2 & \ldots & x_n^2 \\
\vdots & \vdots & \ddots & \vdots \\
x_n^{n-1} & x_{n-1}^{n-1} & \ldots & x_n^{n-1}
\end{pmatrix}
\begin{pmatrix}
p_1 \\
p_2 \\
p_3 \\
p_n
\end{pmatrix}
= 
\begin{pmatrix}
\mu_0 - p \\
\mu_1 \\
\mu_2 \\
\mu_{n-1}
\end{pmatrix}, \tag{16}
\]

which is a Vandermonde system and can be solved efficiently using the algorithm provided, e.g., in [13].

2.6. Special cases, roots with the same sign

If all the roots of \( P_n(x) \), \( x_i < 0 \) (\( i = 1, 2, \ldots, n \)) or \( x_i > 0 \) (\( i = 1, 2, \ldots, n \)) we can bound the \( \mathcal{M}_{2n} \) class without calculating the unknown \( x_i \)s and \( p_i \)s. This property can be checked without finding the roots of \( P_n(x) \) by the Liénard–Chipart criterion.
Theorem 10. [14] (Liennard–Chipart) Let $f(x)$ be a polynomial of order $n$,

$$f(x) = a_0 x^n + a_1 x^{n-1} + \ldots + a_{n-1} x + a_n,$$

and $T_i$ be the following sequence of determinants:

$$T_0 = a_0, \quad T_1 = a_1, \quad T_2 = \begin{vmatrix} a_1 & a_0 & 0 \\ a_3 & a_2 & 0 \\ a_5 & a_4 & a_3 \end{vmatrix}, \quad T_3 = \begin{vmatrix} a_1 & a_0 & 0 \\ a_3 & a_2 & a_1 \\ a_5 & a_4 & a_3 \end{vmatrix}, \quad \ldots,$$

$$T_i = \begin{vmatrix} a_1 & a_0 & 0 & 0 & 0 & \ldots & 0 \\ a_3 & a_2 & a_1 & a_0 & 0 & \ldots & 0 \\ a_5 & a_4 & a_3 & a_2 & a_1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ a_{2i-1} & a_{2i-2} & a_{2i-3} & a_{2i-4} & a_{2i-5} & \ldots & a_1 \end{vmatrix}. \quad (18)$$

If $a_0 > 0$ then the real part of the roots of $f(x)$ are all negative if and only if $T_i > 0 \ (i = 0, 1, \ldots, n)$.

We can also check if all the roots of $f(x)$ have positive real parts using Theorem 10. Let $\hat{f}(x) = f(-x)$. The coefficients of $\hat{f}(x)$ can be expressed by the ones of $f(x)$:

$$\hat{a}_i = (-1)^{n-i} a_i, \quad i = 0, 1, \ldots, n. \quad (19)$$

If all roots of $\hat{f}(x)$ have negative real parts then all roots of $f(x)$ have positive real part.

In the case when all roots of $P_n(x)$ are negative ($x_i < 0 \ (i = 1, 2, \ldots, n)$) the bounds are

$$\min_{\hat{\sigma} \in M_{2n}} \hat{\sigma}(x) = \mu_0 - p, \quad \max_{\hat{\sigma} \in M_{2n}} \hat{\sigma}(x) = \mu_0, \quad (20)$$

and when all roots of $P_n(x) \ (x_1, x_2, \ldots, x_n)$ are positive the bounds are

$$\min_{\hat{\sigma} \in M_{2n}} \hat{\sigma}(x) = 0, \quad \max_{\hat{\sigma} \in M_{2n}} \hat{\sigma}(x) = p. \quad (21)$$

3. The algorithm

Based on the above mentioned general rules of moments we construct a numerical method in this section. The method provides an upper and a lower bound of a distribution at a given point $C$ based on the first $2n + 1$ moments, $\mu_0, \mu_1, \mu_2, \ldots, \mu_{2n}$, assuming $\mu_0 = 1$. The method can be used with any positive $\mu_0$ as well, but in this case $\rho_n(0)$ must be calculated by (6).

The main steps of the method are:

1. Checking the number of moments: we need an odd number of moments greater than 1 (including the 0th one).
2. Checking the $D_k \ (k = 0, 1, \ldots, n)$ sequence:

   - If there is a $k$ such that $D_k < 0$ then the $\mu_i$s can not be the moments of a non-decreasing distribution function.
• If there is a $k$ such that $D_j = 0 \ (\forall j \geq k)$ then the $\mu_i$s define a unique discrete distribution of $k$ points and the discrete construction step of the procedure generate this distribution. (I.e., in this case the method provides the exact value of the distribution function.)

• If all $D_k$ are positive (i.e., $\mu_i$ is a positive sequence) then there exists a set of distributions having these first $2n + 1$ moments and we calculate the lower and upper bounds of this set at point $C$ in the following steps of the algorithm.

3. Transforming the moments such that the point of interest is moved to 0 by (7).

4. Determining the maximum mass concentrated at 0 by (9).

5. Checking if 0 is the leftmost or rightmost point of the reference discrete distribution via Theorem 10.

• If 0 is the rightmost or leftmost point the bounds are given by (20) or (21), respectively.

• If $P_n(x)$ has positive and negative roots as well, then the procedure is continued with the following steps.

6. Determining the roots of $P_n(x)$ which are the points of the reference discrete distribution by Theorem 9.

7. Calculating the weights of the reference discrete distribution by (16).

8. Determining the lower and upper limits of the distribution at point 0 based on the sum of weights associated with negative roots and the maximum mass at point 0.

A block diagram of the method is presented in Figure 1.

4. Symbolic results

The symbolic bounds are not available for more than 9 moments because does not exist general symbolic solution for the roots of 5th and higher order polynomials. One can calculate the symbolic bounds for 7 moments but they are too complex to be presented here.

In this section we assume that the moments are transformed such that the point of interest is 0.

4.1. Estimation based on 3 moments

Having the following sequence of moments: $\mu_0 = 1$, $\mu_1$, $\mu_2$ we distinguish two legal cases. When $D_1 = 0$ the moments define a unique distribution (see Theorem 6). When $D_1 > 0$ we can bound the limits of all distributions having the same first 2 moments. The case when $D_1 < 0$ can not be obtained by the moments of a real distribution.

Case 1) determined sequence of moments: If $D_1 = \mu_2 - \mu_1^2 = 0$ then the moments determine a discrete distribution with only one point (indeed, a deterministic distribution):

$$x_1 = \mu_1, \quad p_1 = 1.$$  \hspace{1cm} (22)

Case 2) positive sequence of moments: If $D_1 = \mu_2 - \mu_1^2 > 0$ then we evaluate the bounds based on a discrete distribution with 2 points. One point is at 0 (where we need to bound the
Figure 1: The block structure of the numerical procedure.
distribution) and the other one \((x_1)\) is calculated based on (15) together with the associated probability masses \((p\) and \(p_1\), respectively).

\[
p = \frac{\mu_2 - \mu_1^2}{\mu_2},
\]

\[
x_1 = \frac{\mu_2}{\mu_1}, \quad p_1 = \frac{\mu_1^2}{\mu_2}.
\]

Note that, \(\mu_2 > 0\) because \(\mu_2 - \mu_1^2 > 0\), thus the sign of \(x_1\) is the same as the sign of \(\mu_1\). A degenerate case arises when \(\mu_1 = 0\). In this case \(p = 1\) and \(x_1\) becomes irrelevant since the associated mass is \(p_1 = 0\).

Finally the lower and upper bounds are:

\[
\begin{align*}
L &= \frac{\mu_2 - \mu_1^2}{\mu_2}, \quad U = 1, & \text{if } \mu_1 < 0, \\
L &= 0, \quad U = 1, & \text{if } \mu_1 = 0, \\
L &= 0, \quad U = \frac{\mu_2 - \mu_1^2}{\mu_2}, & \text{if } \mu_1 > 0.
\end{align*}
\]

### 4.2. Estimation based on 5 moments

Having the moments: \(\mu_0 = 1, \mu_1, \mu_2, \mu_3, \mu_4\) we similarly discuss the two meaningful cases.

**Case 1) determined sequence of moments:** In this case \(D_1 > 0\) and \(D_2 = 0\), that is

\[
D_1 = \begin{vmatrix} 1 & \mu_1 & \mu_2 \\ \mu_1 & \mu_2 \\ \end{vmatrix} > 0, \quad \text{and} \quad D_2 = \begin{vmatrix} 1 & \mu_1 & \mu_2 \\ \mu_1 & \mu_2 & \mu_3 \\ \mu_2 & \mu_3 & \mu_4 \\ \end{vmatrix} = 0.
\]

According to Theorem 3, this determined sequence of moments defines a discrete distribution with 2 points. The points and weights can be calculated based on (15). Let \(r = \sqrt{-3\mu_1^2\mu_2^2 + 4\mu_2^3 + 4\mu_1^2\mu_3 - 6\mu_1\mu_2\mu_3 + \mu_3^2}\).

\[
x_1 = \frac{\mu_1\mu_2 - \mu_3 + r}{2\mu_1^2 - 2\mu_2}, \quad \mu_1 > 0, \quad \mu_1 \neq \mu_2,
\]

\[
p_1 = \frac{1}{2} + \frac{2\mu_1^3 - 3\mu_1\mu_2 + \mu_3}{2r},
\]

\[
x_2 = \frac{\mu_1\mu_2 - \mu_3 - r}{2\mu_1^2 - 2\mu_2}, \quad \mu_1 > 0, \quad \mu_1 \neq \mu_2,
\]

\[
p_2 = \frac{1}{2} - \frac{2\mu_1^3 - 3\mu_1\mu_2 + \mu_3}{2r}.
\]

**Case 2) positive sequence of moments:** In this case \(D_1 > 0\) and \(D_2 > 0\). Applying the procedure of Figure 1 results in the following parameters.

\[
p = \frac{-\mu_2^3 + 2\mu_1\mu_2\mu_3 - \mu_2^2 - \mu_1^2\mu_4 + \mu_2\mu_4}{\mu_2^2 - \mu_3^2},
\]

\[
x_1 = \frac{\mu_2\mu_3 - \mu_1\mu_4 - q}{2(\mu_2^2 - \mu_1\mu_3)},
\]

\[
p_1 = \frac{-\mu_2^3\mu_3 + 2\mu_1^2\mu_3^3 + 3\mu_1\mu_2^2\mu_4 - 5\mu_1^2\mu_2\mu_3\mu_4 + \mu_1^3\mu_4^2 - q(\mu_2^3 - 2\mu_1\mu_2\mu_3 + \mu_2^2\mu_4)}{2q(\mu_3^2 - \mu_2\mu_4)}
\]

\[
x_2 = \frac{\mu_2\mu_3 - \mu_1\mu_4 + q}{2(\mu_3^2 - \mu_1\mu_3)},
\]

\[
p_2 = \frac{-\mu_2^3 - \mu_1\mu_3}{q} \frac{-\mu_1 - (\mu_2^3 - 2\mu_1\mu_2\mu_3 + \mu_2^2\mu_4)(-\mu_2\mu_3 + \mu_1\mu_4 + q)}{2(\mu_2^2 - \mu_1\mu_3)(-\mu_3^2 + \mu_2\mu_4)}.
\]
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where \( q = \sqrt{(-\mu_2 \mu_3 + \mu_1 \mu_4)^2 - 4(\mu_2^2 - \mu_1 \mu_3)(\mu_3^2 - \mu_2 \mu_4)} \). Note that, \( p + p_1 + p_2 = 1 \).

With 5 moments, it is hard to formulate the bounds conditioned directly on the moments, but using the calculated points and weights the bounds are:

\[
L = p_1 + p_2, \quad U = 1, \quad \text{if } x_1 < 0, x_2 < 0,
L = p_1, \quad U = p_1 + p, \quad \text{if } x_1 < 0, x_2 > 0,
L = 0, \quad U = p, \quad \text{if } x_1 > 0, x_2 > 0.
\] (36)

5. Numerical results

The application of the distribution estimation method for the analysis of large Markov reward models (MRMs) is demonstrated in [3]. In those examples the exact distributions are not known, hence the bounds are not related with any reference distribution. In this section we apply the distribution estimation method for known distributions which allows us to relate the moments based bounds with the exact values of a given distribution function.

We chose 5 distributions, the standard normal \((\mu_i = 0 (i = 1, 3, \ldots))\), the exponential \((\mu_i = i!)\), the Poisson \((\mu_i = \sum_{k=0}^{\infty} k^i \lambda^k e^{-\lambda} / k!, \lambda = 5)\), the \((0, 1)\) rectangular \((\mu_i = 1/(i + 1))\) and the chi-squared distribution \((\mu_i = \prod_{k=1}^{r} r + 2k - 2, r = 5)\), and estimate them at several points based on 3, 5, \ldots, 17 moments. Figures 2a, 3a, 4a and 6a present the complementary cumulative density functions (ccdf) and the distribution bounds.
using logarithmic scale. While the upper and lower bounds should tend to the same limit (0, in case of ccdf) as \( x \to \infty \), the figures indicate a “visually” non-decreasing region between the bounds. This misleading pictures mean that the difference of the bounds (the error of the estimation) decreases exponentially. In the figures, we applied logarithmic scale to emphasize another important property of the estimation. The relative error of the estimation remains more or less constant in a wide range, where the width of the range depends on the number of moments. I.e., at the extreme values of the distribution increasing the number of moments does not improve the bounds significantly, but extends the range where the bounds maintain the given level of relative error.

Figure 5a depicts the ccdf of the rectangular distribution and its bounds with linear scale. This figure demonstrates the ability of our (Hamburger moment problem based) estimation in bounding distributions with finite support. The bounds based on more than 3 moments vanishes quickly at the limits of the distribution.

\[
\begin{align*}
\text{a) Bounds of the ccdf.} & & \text{b) Distance of upper and lower bounds (p).}
\end{align*}
\]

Figure 4: Bounding the Poisson distribution with mean 5 based on 3, 5, \ldots, 17 moments.

\[
\begin{align*}
\text{a) Bounds of the ccdf.} & & \text{b) Distance of upper and lower bounds (p).}
\end{align*}
\]

Figure 5: Bounding the (0, 1) continuous rectangular distribution based on 3, 5, \ldots, 17 moments.

The lower bound of the ccdf reaches 0 at the point where all roots of (15) (with the moments of the shifted distribution) are negative. That is where the lower bounds break down in the figures with logarithmic scale. Beyond this limit the upper bound of the ccdf is \( p \). As it is visible in the figures with logarithmic scale the upper bounds tend to an exponentially decreasing asymptotic limit which is a function of the number of moments. Indeed, the asymptotic limit is \( x^{-2n} \) as it is reported in [15].

Figures 2b, 3b, 4b, 5b and 6b depict the difference of the bounds (i.e., the maximal mass \( p \)) as a function of \( x \). Every \( p(x) \) function has a peak around the mean of the distribution.
and decreases towards the extreme values in both directions. The figures obviously verify the middle line of (25) since the 3-moment curves reach 1 at the mean in all cases.

All figures indicate points where the bounds or the $p(x)$ curves calculated based on $2n - 1$ and $2n + 1$ moments coincide. Indeed, the number of coinciding points is $n$. The reason of this property is associated with the layout of the reference discrete distribution with respect to the point of interest. When we bound extreme low (high) values of a distribution all roots of the reference distributions are on the right (left) of the point of interest. Between the extreme values there is a continuous transition of roots from one side to the other of the point of interest. The bounds based on $2n + 1$ moments are calculated from a discrete distribution of $n$ points (different from the point of interest). During the continuous transition of the points of the discrete distribution from one side to the other of the reference point there are $n$ cases when a root coincide with the point of interest. In these cases the last two moments do not contain additional information for bounding the distribution and so the bound curves and the $p(x)$ curves coincide. Figures 2b, 3b, 4b and 5b also indicate that the maximal mass at the point of interest is a decreasing function of the number of moments and equality can occur only in the mentioned extreme points.

A crucial issue of the proposed distribution estimation method is the numerical stability. It is important to emphasize that all steps of the numerical procedure depends essentially on the accuracy of the calculation. For example, the standard floating point precision of Mathematica provides negative $D_{17}$ for the positive sequence $\mu_i = i!$ (which are the moments of the exponential distribution) due to floating point errors. This example indicates that even the simplest step of the procedure can fail with “theoretically” positive series of moments. Unfortunately, we do not always have “theoretically correct” moment sequence. If the moments are calculated by other complex computational methods like the ones for the moment analysis of large MRMUs [1] the resulted moments can accumulate the numerical errors of the preceding calculations. In these cases it is always recommended to check if the obtained moment sequence is positive in advance of the calculation.

Figure 7 demonstrates the effect of distorted moments on the distribution bounds when the chi-squared distribution is approximated based on 5 moments (solid lines). It is interesting to note, that the odd and even moments have different effect on the distorted bounds (dashed lines). An increased odd moment results tighter bounds and an increased even moment results looser bounds (and vice versa), when the other moments are kept fix.

The complexity as well as the accuracy of calculating $p$ is practically identical with the calculation of the Hankel determinant. This fact suggests an easy practical approach to check the validity of $p$. We consider $p$ to be valid as long as both, the numerator and the denominator
of (9) are positive.

Finding the roots of the order \( n \) polynomial (Theorem 9) and the solution of the linear system (16) is more complex and more sensitive to numerical errors then calculating \( p \). The majority of standard numerical packages can indicate ill conditioning or near-singularity which warn the presence of numerical problems. According to Theorem 3 the \( P_n(x) \) polynomial has \( n \) real roots. The presence of complex roots also suggests numerical problems. According to our experience in the majority of the cases our numerical procedure provided trustworthy results (which follow the general trends of stable results) even in ill conditioned cases, but we can not evaluate the numerical error of these cases. We never experienced a case with incorrect bound in the sense that the calculated lower (upper) bound was higher (lower) than the exact value of the distribution at the given point. In case of serious numerical problems the number of moments used for the estimation has to be reduced by two.

The most stable distribution bounds can be obtained for extreme values, when the Liénard–Chipart criterion is fulfilled (Theorem 10). The complexity and the precision of calculating the \( T_i \) determinants is similar to the one of calculating \( p \) and the search of the roots of \( P_n(x) \) and the solution of the linear system is skipped in this case. Hence, bounds provided by the numerical method are most trustworthy in these cases and the only possible check of precision is the positivity of the Hankel determinants.

Appendix

A. Proof of Theorem 5

To prove the theorem we need the following lemma:

**Lemma 11** [16] (Jacobi) Let \( A_{ij} \) denote the order \( n-1 \) minors of the \( n \times n \) quadratic matrix \( A \). Let \( A \left( \begin{array}{c} i_1, \ldots, i_p \\ i_1, \ldots, i_p \end{array} \right) \) denote the order \( n-p \) minors of \( A \), which can be obtained by deleting the rows and columns \( i_1, i_2, \ldots, i_p \). For these quantities the following equation holds:

\[
\begin{vmatrix} A_{i_1 i_1} A_{i_1 i_2} \cdots A_{i_1 i_p} \\ A_{i_2 i_1} A_{i_2 i_2} \cdots A_{i_2 i_p} \\ \vdots & \ddots & \vdots \\ A_{i_n i_1} A_{i_n i_2} \cdots A_{i_n i_p} \end{vmatrix} = |A|^{p-1} A \left( \begin{array}{c} i_1 \ldots i_p \\ i_1 \ldots i_p \end{array} \right).
\]

(37)

**Proof:** We prove the theorem by induction. Let us substitute the definitions of \( \rho_n(z) \) and \( p \) into (10):

\[
\begin{vmatrix} \mu_0 & \mu_1 & \cdots & \mu_n \\ \mu_1 & \mu_2 & \cdots & \mu_{n+1} \\ \vdots & \vdots & \ddots & \vdots \\ \mu_n & \mu_{n+1} & \cdots & \mu_{2n} \end{vmatrix} = \frac{1}{\sum_{k=0}^{n} |P_k(0)|^2}
\]

(38)
1. For \( n = 1 \):

The left hand side is
\[
\frac{1}{\mu_2} \begin{vmatrix} 1 & \mu_1 \\ \mu_1 & \mu_2 \end{vmatrix} = \frac{\mu_2 - \mu_1^2}{\mu_2},
\]
and the right hand side is
\[
\rho_n(0) = \frac{1}{1 + |P_n(0)|^2} = \frac{1}{1 + \left| \frac{1}{\mu_1} \begin{vmatrix} 1 & \mu_1 \\ \mu_1 & \mu_2 \end{vmatrix} |1| \right|} = \frac{1}{1 + \left( \frac{\mu_2}{\mu_2 - \mu_1^2} \right)^2} = \frac{1}{1 + \left( \frac{\mu_2 - \mu_1^2}{\mu_2} \right)^2}.
\]

2. Let us assume that (38) is true for an arbitrary \( n = k \) that is
\[
\frac{1}{\mu_2} \begin{vmatrix} \mu_0 & \mu_1 & \cdots & \mu_k \\ \mu_1 & \mu_2 & \cdots & \mu_{k+1} \\ \vdots & \vdots & \ddots & \vdots \\ \mu_k \mu_{k+1} & \cdots & \mu_{2k} \end{vmatrix} = \frac{1}{1 + (P_1(0))^2 + \ldots + (P_k(0))^2}.
\]

We can write \((P_i(0))^2\) instead of \(|P_i(0)|^2\) because it can be seen from (5) that \(P_i(x)\) is real for every real \( x \).

3. Now, we show that (38) is true for \( n = k + 1 \). The reciprocal of (38) is
\[
\frac{1}{\mu_0} \begin{vmatrix} \mu_2 & \mu_3 & \cdots & \mu_{k+2} \\ \mu_3 & \mu_4 & \cdots & \mu_{k+3} \\ \vdots & \vdots & \ddots & \vdots \\ \mu_{k+2} \mu_{k+3} & \cdots & \mu_{2k+2} \end{vmatrix} = 1 + (P_1(0))^2 + \ldots + (P_{k+1}(0))^2.
\]
Transforming the right hand side of the equation above we get:

\[
1 + (P_1(0))^2 + \ldots + (P_k(0))^2 + (P_{k+1}(0))^2 = \\
= 1 + (P_1(0))^2 + \ldots + (P_k(0))^2 + \frac{1}{D_{k+1}D_k} \left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+1}
\end{array} \right|^2 \\
= 1 + \ldots + (P_k(0))^2 + (\mu_1 \cdots \mu_{k+1})^{2k+2} \\
= 1 + (P_k(0))^2 + \left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+1}
\end{array} \right|^2 \\
= 1 + \ldots + (P_k(0))^2 + \left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+1}
\end{array} \right|^2 \\
= 1 + \ldots + (P_k(0))^2 + (\mu_1 \cdots \mu_{k+1})^{2k+2} \\n\text{(43)}
\]

We can write \(\frac{1}{D_{k+1}D_k}\) instead of \(\frac{1}{|D_{k+1}D_k|}\), because \(\mu_0, \mu_1, \ldots, \mu_2, \mu_{k+1}\) is a positive sequence and so \(D_i > 0\) for all \(i = 1, \ldots, n\). On the basis of (41) we can substitute \(1 + \ldots + (P_k(0))^2\) and this equals to the left hand side of (42):

\[
\left| \begin{array}{cc}
\mu_2 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k}
\end{array} \right| \\
\left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+1}
\end{array} \right|^2 \\
\left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+1}
\end{array} \right| + \\
\left| \begin{array}{cc}
\mu_2 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+2}
\end{array} \right| \\
\left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+1}
\end{array} \right| = \\
\left| \begin{array}{cc}
\mu_2 & \cdots & \mu_{k+2} \\
\vdots & \ddots & \vdots \\
\mu_{k+2} & \cdots & \mu_{2k+2}
\end{array} \right| - \\
\left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+2} \\
\vdots & \ddots & \vdots \\
\mu_{k+2} & \cdots & \mu_{2k+2}
\end{array} \right| \\
\text{(44)}
\]

Hence, we have to prove that:

\[
\left| \begin{array}{cc}
\mu_2 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k}
\end{array} \right| \\
\left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+1}
\end{array} \right|^2 \\
\left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+1}
\end{array} \right| + \\
\left| \begin{array}{cc}
\mu_2 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+2}
\end{array} \right| \\
\left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+1} \\
\vdots & \ddots & \vdots \\
\mu_{k+1} & \cdots & \mu_{2k+1}
\end{array} \right| = \\
\left| \begin{array}{cc}
\mu_2 & \cdots & \mu_{k+2} \\
\vdots & \ddots & \vdots \\
\mu_{k+2} & \cdots & \mu_{2k+2}
\end{array} \right| - \\
\left| \begin{array}{cc}
\mu_1 & \cdots & \mu_{k+2} \\
\vdots & \ddots & \vdots \\
\mu_{k+2} & \cdots & \mu_{2k+2}
\end{array} \right| \\
\text{(45)}
\]

Let \(p = 2, i_1 = 1, i_2 = k + 1\) and \(M = D_{k+1}\). By Lemma 11 it can be seen using (37) that

\[
\left| \begin{array}{cc}
M_{i_1,1} & M_{i_1,1} \\
M_{k+1,i_1} & M_{k+1,i_1+1}
\end{array} \right| = |M| |\left[ \begin{array}{cc}
1 & k + 1 \\
1 & k + 1
\end{array} \right]|. \\
\text{(46)}
\]

Expanding the determinant on the left hand side:

\[
M_{i_1,1} M_{k+1,i_1+1} - M_{k+1,i_1} M_{i_1,1+1} = |M| |M| \left[ \begin{array}{cc}
1 & k + 1 \\
1 & k + 1
\end{array} \right], \\
\text{(47)}
\]
and \( M_{1,k+1} = M_{k+1,1} \) because \( M \) is a symmetric matrix. Rearranging the equation we get:

\[
|M| M \begin{pmatrix} 1 & k+1 \\ 1 & k+1 \end{pmatrix} + (M_{k+1,1})^2 = M_{1,1} M_{k+1,k+1}.
\]

(48)

Using the definitions of \( M_{ii} \) and \( M \begin{pmatrix} 1 \\ k+1 \\ 1 \\ k+1 \end{pmatrix} \) equation (48) can be written as:

\[
\begin{vmatrix} \mu_2 & \cdots & \mu_{k+1} \\ \vdots & \ddots & \vdots \\ \mu_{k+1} & \cdots & \mu_{2k+2} \end{vmatrix} + \begin{vmatrix} 1 & \cdots & \mu_{k+1} \\ \vdots & \ddots & \vdots \\ \mu_{k+1} & \cdots & \mu_{2k+1} \end{vmatrix}^2 = \begin{vmatrix} \mu_2 & \cdots & \mu_{k+2} \\ \vdots & \ddots & \vdots \\ \mu_{k+2} & \cdots & \mu_{2k+2} \end{vmatrix},
\]

(49)

which is identical with (45) that had to be proven. ■

B. Proof of Theorem 8

Using the \( \sigma_1(x) := \sigma(x) \) and the \( \sigma_2(x) := \sigma(x) \) substitutions by Theorem 7 we have:

\[
\left| \int_{-\infty}^{0^+} d\sigma^*(u) - \int_{-\infty}^{0^-} d\sigma(u) \right| \leq p.
\]

(50)

Resolving the absolute value sign it is:

\[
\int_{-\infty}^{0^+} d\sigma^*(u) - p \leq \int_{-\infty}^{0^-} d\sigma(u) \leq \int_{-\infty}^{0^+} d\sigma^*(u) + p.
\]

(51)

By the construction of \( \sigma^*(x) \) it follows that

\[
\int_{-\infty}^{0^+} d\sigma^*(u) = \int_{\infty}^{0^-} d\sigma^*(u) + p.
\]

(52)

Substituting it to the leftmost inequality we get:

\[
\int_{-\infty}^{0^-} d\sigma^*(u) \leq \int_{-\infty}^{0^-} d\sigma(u),
\]

(53)

which is (13). Now, using the \( \sigma_1(x) := \sigma(x) \) and the \( \sigma_2(x) := \sigma^*(x) \) substitutions Theorem 7 gives

\[
\left| \int_{-\infty}^{0^+} d\sigma(u) - \int_{-\infty}^{0^-} d\sigma^*(u) \right| \leq p.
\]

(54)

Resolving the absolute value sign we have:

\[
\int_{-\infty}^{0^-} d\sigma^*(u) - p \leq \int_{-\infty}^{0^+} d\sigma(u) \leq \int_{-\infty}^{0^-} d\sigma^*(u) + p,
\]

(55)

whose rightmost inequality gives (14). ■
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Figure 7: Effect of distorted moments on the 5-moment bounds of the chi-squared distribution.